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FOREWORD

The 9th U.S. Air Force/Federal Republic of Germany Data Exchange Agree-
ment Meeting entitled "Viscous and Interacting Flow Field Effects" numbered
MWDDEA AF-75-G-7440 was sponsored by the Air Force Flight Dynamics Laboratory
and hosted by the U.S. Navy with Dr. Robert L.P. Voisinet of the Naval
Surface Weapons Center as organizer. It was held on 9/10 May 1984 at the
Naval Surface Weapons Center in Silver Springs Maryland. This report
contains the detailed proceedings of that meeting. It contains both
theoretical and experimental results concerning a great variety of topics in
the area of boundary layer research. The speed range extends from subsonic
to hypersonic Mach numbers. The types of boundary layers reported include
laminar, transitional, and turbulent in the presence of attached and/or
separated conditions.

The Air Force wishes to thank Dr. Robert L.P. Voisinet of the Naval
Surface Weapons Center for his fine work in preparing this meeting. Thanks
is also extended to the Commander of the Naval Surface Weapons Center for the
use of his facilities. In addition, the Air Force wishes to thank all the
participants for their scientific contributions.

DTIC
ELECTE .S ...MAR4 85.

* •

ii -

-AVi



TABLE OF 6ONTE TS:

No. Title Page

1 A Discrete Elermr t Prediction Approach for Turbulent Flow Over
Rough Surfaces; R.T. Taylor, H.W. Coleman, and B.K. Hodge.
Mississippi State University ....... ..................... j

2 M41xing-Lenqth Forartulations For Turbulent BouiJary Layers Over
Arbitrarily Rough Surfaces: P.S. Granville. David W. Taylor
Naval Ship R&D Center ...... ...................... ... 13

3 Shock/Boundary Layer Interaction Model For Three-Dimensional
Transonic Flow Calculations: J.D. McLean and T.K. Matoi. Boeing
Commercial Airplane Company ..... ................... .. 45

4 Boundary layer Separation Due to "Weak" and "Strong" Viscous -
inviscid Interaction On An Inclined Body of Revolution,
H.P. Kreplin. D.F.V.L.R - A.V.A. Germany ............... .. 79

5 Experimental Stucy of Vortical Features in Three-Dimensional
Separated Flow. H. Bippers. D.F.V.L.R. Germany .......... ... 97

6 Axisymmetric Bluff - Body Drag Reduction Through Geometrical
Modifications; F.G. Howard and W.L. Goodman. NASA Langley
Research Center ......... ......................... 119

7 Experimental 'Investigations On Bodies With Noncircular Cross
Sections In Compressible Flow (Pressure Distributions):
W. Schneider'. D.F.V.L.R. - A.V.A. Germany ............. .. 131

8 Mach 3 Three-Dimensional Boundary Layer Turbulence Transport
Properties On a Spherically Blunt Cone: D.W. Asherman and
W.J. Yanta. Naval Surface Weapons Center ..... .......... 155

9 An Experimental Investigation of The Stability of the Laminar
BounLiry Layer On A Cone at M=8: K.F. Stetson, F.R. Thompson,
J.C. Donaldson, and L.G. Siler. Wright-Patterson Air Force
base .......... .............................. .179

10 Bcundary Layer Transition On Blunt Slender Cones at MACH 10:
J.A.F. Hill and R.L. Bell. Naval Surface Weapons Center . . . . 187

11 Low Reynolds Nunmber Hypersonic Testing In the NSWC Hypervelocity
Wind Tunnel 9: E.R. Hedlund, W.C. Ragsdale, and R.L.P. Voisinet.
Naval Surface Weapons Center ...... ................... 207

12 Navier-Stokes Computations of Transonic Flow Over A Projectile
With a Two-Equation Model of Turbulence: i. Sahu and
J.E. Danberg. U.S. Army Ballistic Research Laboratory .2.... 243

V,



TABLE OF CONTENTS (CONT-D)

No. Title Page

13 .P.N.S. Computations For Non-Circular and Finned Body Configura-
tions At Supersonic Velocities: R.U. Jettmar, N.S.W.C. and
W. Kardiella, D.F.V.L.R.. .. .. . ...... . .. ....... 257

14 Effects of Propulsive Jet On The Flow Field In The Tail Region
Of A Missile In A Supersonic Stream: G. Kappenwallner, D.
Rammenzweig, and W. Stahl. D.F.V.L.R. - A.V.A .. .. . ..... 271

15 Navier-Stokes Calculations of Base Region Flow Fields For Bodies
Of Revolution.,. J. Saher, C.J. Mietubicz, and J.L. Steger. U.S.
Army Ballistic Research Laboratory and NASA Ames ResearchICenter. .. .... ..... ....... ....... ..... 293

LIST OF PARTICIPANTS. .. .. . ..... .. ..... . ........ 305

I7



A Discrete Element Prediction Approach for
Turbulent Flow Over Rough Surfaces

by

Robert P. Taylor, Hugh W. Coleman and B. Keith Hodge
Mechanical and Nuclear Engineering Department

Mississippi State University

Mississippi State, MS 39762

ABSTRACT

A discrete element model for turbulent flow over rough surfaces has

been rigorously derived from basic principles. This model includes

surface roughness effects as a constituent part of the partial differen-

tial equations which describe momentum and energy transport in turbulent

flows. The model includes the necessary empirical information on the

interaction between the roughness elements and the flow around and

between the elements in a general way which does not require experimental

data on each specific surface. This empirical information is input via

algebraic models for the local element drag coefficient and Nusselt

number. These models were calibrated by comparison with base data sets

from surfaces with three-dimensional (distributed) roughness elements.

Calculations using the present model have been compared with experimental

data from 118 separate experimental runs. The results of these compari-

sons ranged from good to excellent. The calculations compared equally

well with both transitionally rough and fully rough turbulent flow

results without modification of the roughness model.
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1. Introduction

In this paper, the authors present a synopsis of the results of a

research effort on the prediction of skin friction and heat transfer in

turbulent flow over rough surfaces. Details of the development of the

discrete element approach, a review of previous work, and more compari-

sons of predictions with experimental data can be found in References

1-3.

2. Modeling of Roughness Effects on Turbulent Flow

In turbulent flow analysis, use of time-averaged equations leads

to the necessity of formulating a turbulence model (with empirical

input) to achieve closure. A similar situation exists in analysis of

flow over rough surfaces. Unless the equations can be solved on a

grid which is fine enough to resolve the surface roughness boundary

condition, a roughness model (with empirical input) is necessary for

closure. Considering the capabilities of present computers, both

turbulence and roughness models must be formulated for analysis of

practical problems in turbulent flow over rough surfaces. In Refer-

ences 1-3, the authors have described in detail both the classical

equivalent sandgrain roughness approach and their discrete element

method which incorporates more basic physics of the surface-flow inter-

action and requires less surface-specific empirical information. A

summary is presented below.

Schlichting (4) first proposed the equivalent sandgrain roughness

(ks) concept and experimentally determined k for a range of rough
S

surfaces. He defined k as the size of sandgrain in Nikuradse's (5)
s

pipe flow experiments which would give the same skin friction as that

observed on a particular rough surface. One problem in using this

approach is determining k for a specific surface of interest when nos

skin friction data are available for that surface. Dvorak (6), Simpson

(7) and Dirling (8) all presented correlations which essentially allowed

k to be determined based on various geometric characteristics of the
s

roughness elements on the surface. These correlations suffer from two

basic problems: (I) they do not correlate the available data well, and

(2) thwv rely primarily on SchLichting's experimental results. The

,uthors (9) have shown that, due to erroneous assumptions in data

red(lLtioga, Sciiihtiu;'s results for skin triction are high by amounts

2



ranging up to 73% and his results for k are high by 26% to 555%. Thuss
the validity of previous roughness work which has relied heavily on

Schlichting's results is open to serious question. In addition, the

idea that the effects of all rough surfaces can be modeled using a

single length scale (k ) has not been successful in application.
S

The discrete element roughness model of the authors is totally

divorced from any k concepts. In formulating the model, the continuity,
S

momentum and energy equations for a boundary layer were derived from

first principles. Included in the derivations were the influences of

the surface roughness elements which are shown in Figure 1. These

influences are the blockage, the form drag, and the local heat transfer

between the fluid and the elements.

The resulting equations, formulated for the special case of three-

dimensional uniform roughness elements (such as spheres, hemispheres,

cones, etc.), are shown in Figure 2. The shape, size and spacing of

the elements are included explicitly through the geometrical descriptors

of the roughness--D(y), L and k. The empirical information is input

through algebraic expressions for the element drag coefficient

CD = CD(Re(y))

and element Nusselt number

Nu = Nu(Re(y))

The CD model was calibrated using the corrected (9) skin friction data

sets of Schlichting (4) for surfaces with roughness elements of spherical,

spherical segment, and conical shapes. The Nu model was calibrated using

a zero pressure gradient, constant wall temperature data set of Pimenta

(10) for a surface of spherical elements in the most dense packing. Once

the CD and Nu models were calibrated, they remained invariant for all

subsequent calculations. No empirical information is used for any

specific rough surface--only the geometrical description of the rough-

ness is input for "new" surfaces with three-dimensional type roughness.

Comparisons of calculations with the calibration data are shown in

Figures 3-6.

3



3. Comparisons of Predictions and Data

Comparisons of discrete element model predictions with various

additional data sets are presented in References 1-3. Comparisons of

predictions with the data of two experimental investigations are presented

here as an indication of the merit of the discrete element model.

Chen (11) reported detailed turbulence and skin friction measurements

for fully developed air flow through a 0.19 meter diameter pipe roughened

with hemispheres. He investigated three roughness densities--/k = 18.5,

10.7 and 6.4, where k is the maximum roughness element height. Chen

stated that the first two cases (klk = 18.5 and 10.7) were in the tran-

sitionally rough regime and the third (Z/k = 6.4) was "nearly" in the

fully rough regime. The most interesting part of Chen's work (from the

point of view of the present work) is the segregation of the two compo-

nents of the apparent wall shear stress: (1) that due to the viscous

shear (T ) on the smooth surface between the roughness elements, ands

(2) that due to the form drag on the roughness elements. Chen obtained

the form drag term by measuring the force on a single element using a

force balance. The portion due to the smooth surface was determined by

subtracting the roughness element drag component from the total wall

shear stress ( T) which was determined from pressure drop measurements.

The discrete element model was solved in the appropriate internal

circular coordinates and the resulting predictions were compared with

Chen's data. Figure 7 shows the comparisons for the skin friction

coefficient and the ratio of the smooth wall component to the total

shear stress. The comparisons indicate very good agreement. The

comparisons of the relative contribution of viscous shear forces between

the elements and the drag on the elements are of particular interest.

One of the major advantages of the discrete element model is that these

two forces and their interactions are accounted for in the model.

Lnspection of Figure 7 reveals good agreement between the predictions

and data for /. The ,laximum disagreement is about 12% and thesT"

preponderance of the points agree within 5%. This agreement indicates

that the present di-crete element model correctly incorporates much of

tLhe physics of the interaction between the roughnes-z elements and the

u,,,leman (12) reported turbulence measurements and skin friction

and Stanton number iTncasur:reioLs tor turbulent boundary layer air flows

4
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over a flat plate with 1.27 mm diameter spherical roughness elements

in the most dense packing. Shown in Figure 8 are comparisons of the

discrete element model predictions with data for a constant wall tempera-

ture, favorable pressure gradient case. The boundary layer was in the

fully rough flow regime. The agreement is excellent, with the predictions

everywhere within the data uncertainty. Shown in Figure 9 are comparisons

of the predictions with data for a variable wall temperature, zero pro -;-

sure gradient case. Again, the agreement is excellent.

4. Summary

Several points which should be emphasized are: (1) NO information

from the Chen or Coleman data sets other than the geometrical description

of the rough surfaces was used in the discrete element model calculations.

The calculations are therefore truly predictions. (2) The turbulence

model used was the standard mixing length model with Van Driest damping,

which is widely used for smooth wall flows. No modifications were made

because of the roughness. (3) The present discrete element model has

been formulated and proven only for three-dimensional type roughness

elements which can be approximated as having circular cross-sections in

the xz plane. (The development for such elements which are randomly

shaped and are of random spacing is given in References 1-3).

This research was sponsored by the Air Force Armament Laboratory,

Eglin Air Force Base, FL. under contract F08635-82-K-0062. The authors

wish to thank Lt 'ruce Haupt, Dr. Lawrence Lijewski and Dr. Donald Daniel

for their support and encouragement.

3!



S= 1 _ 2l i, * 1+

=KZ2J K/Z 2  V2 +-4
w

+- Z* 2+ 4122

+ I n --+(22)

At higher values of y , this relation reduces to the usual log law, Equation (1), so

t ha t

B = (n 4-1) - -( - 1
K \ 9

w

_ 1 n (2w+ 2 *1 -411 (23)

This relates B and Z ; therefore, the velocity profile, Equation (10), is a

function of y and B1 .

ROTTA II

Rotta seems to have abandoned the laminar sublayer approach in analyzing

rough sarFaces after the whole concept of a purely laminar flow next to the wall

beca~n u ntenabLe. Since there are turbulent stresses even in the laminar sublayer,

the sublaver has been renamed the viscous sublayer.

Rotta extended the van Driest formulation for smooth surfaces to rough surfaces

[, adding a length Ay to the y coordinate such that

= v'(y+ Ay) {-1exp v (24)

20



Likewise, for the hyperbolic tangent M

t 2K 2  *4

v 2 y +.. (18)

EXISTING MIXING-LENGTH METHODS FOR ROUGH SURFACES

Some pertinent existing mixing-l&'gth methods for rough surfaces are now

critically examined.

ROTTA I

An extension of the Prandtl wall mixing length method to rough surfaces,
7

initially proposed by Rotta, assumed a laminar sublayer thickness that would de-

crease with roughness or

*= K(y-yL) (19)

where is the laminar sublayer thickness and YL = u YL/v. The introduction of Z

in Equation (10) resulted in an integration in elementary functions and a relation

between y1 and B1

Y= B + K 4K) (20)

With increasing roughness, the laminar sublayer finally vanishes, 0L 0, and

B, = - 1/ (1-Zn 4c). This is now considered to be the beginning of the fully

rough regime and the end of the intermediate roughness regime.

For the fully rough regime, Rotta assumed an initial mixing length k. at the
w

wal]

2= + Ky (21)

The introduction of this mixing length for the fully rough regime into the

velocity profile, Equation (10), results in an analytical solution.

19



Why M should equal zero at y 0 requires some further discussion. Theo-
5 *3

retical investigations5 indicate that the eddy viscosity V should vary with y or*4 *t

y at y = 0. Now Equation (A.6) in Appendix A relates the eddy viscosity to the

mixing length. A Maclaurin expansion gives

Vt *2
-= 2 Z +... (14)
V

or

t 2K2 y 2 +

*2M

A nonzero value of M at y = 0 such as M would then result in

Vt =2K2 M1 2  *2 (15)= y + ... (5

which is not acceptable.

A Maclaurin expansion of the van Driest M gives

M = + .. (16)

v

and

Vt 2K 2  *4 
(

-- : y + . .1 7
V *2

v

whicii is acceptable.

18
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where Z is a nondimensional mixing length, Z = u T/v, and u is a nondimensional* T

velocity, u = u/u T .

Solving for du /dy as a quadratic expression and integrating from the wall,

where y = 0 and u = 0, results in a velocity profile

*

u =, 2 dy (10)

0 1 + l1+(2t)

Close to the wall Prandtl proposed a linear variation of mixing length with

distance from the wall

£= y (11)

wheru. < is the von K.rm~n constant. Use of this relation, in Equation (10), leads

to a logarithmic velocity law with A = 1/K. However, an erroneous value of B1

results. Furthermore, in so far as the logarithmic velocity law does not hold

right up to the wall, so the Prandtl wall mixing length does not hold. To remedy

this, a modification function M( =Mcy ) is needed as a function of y and A where

4 is an additional nondimensional length, X = u TX/v. Furthermore, M should equal

zero at y = 0 and equal unity at y 00.

For smooth surfaces, van Driest proposed1 4 the representation

M = 1- ex( 4 ) (12)

where N is the X associated with van Driest.v
Other modification functions may be formulated as, for example, the hyperbolic

tangent function alluded to by Patel
1 5

2

M = anh(13)
Xh

where h is the X used here.

17
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AB [k ,T] = B [k ,T] - B 1 s  (6)

I 10
As defined, AB is always negative for rough surfaces. Nikuradse used the B -

characterization while Hama preferred the AB (actually -AB) characterization.

To experimentally determine a characterization for a specific arbitrarily rough_

surface, there are various procedures available. The direct procedure requires

* velocity measurements close to the wall to define a logarithmic law as well as the

measurement of the wall shear stress. Simpler, indirect procedures may be used

10
involving measurement of the average velocity of pipe flow, the total drag of a

flat plate, 12 or the torque of a rotating disk.
1 3

MIXING-LENGTH THEORY

According to the Prandtl mixing-length theory, the turbulent shear stress (Tt )

is related to the velocity gradient by

t =2 (du 

(
2

P dy/

where 2 is the mixing length which, in general, is not constant, but is a function

of its position in the flow field.

The total shear stress T at a point in the flow field is the sum of laminar T

and turbulent T shear stresses or

7 2y +  (8)
dy \ dy)

S du

where -- = du , the Newtonian Law of Viscosity.

For a shear layer with zero longitudinal pressure gradient, T T w close to thew

wall. With this approximation, Equation (8) may be written in a nondimensional form

*2 du du
+-- = i(9

dy dy

16
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B B + A Xn k (3)

Here u = streamwise velocity component

uT = shear velocity, uT = /Pw

T = wall shear stress
w

p = density of fluid

y = U y/V

y = normal distance from wall

v= kinematic viscosity of fluid

T = texture of roughness configuration, T = k/kl, k1 /k2 ...

k = roughness Reynolds number, k - u k/v

Either B1 or Br may be considered to be a roughness drag characterization

function. Both B1 and B are functions of roughness Reynolds number k and1 2
texture T.

The usual roughness regimes are

1. Hydraulically smooth

B = Bl' s  constant1 1,s(4)

B = B + A kn kr 0s

2. Intermediate roughness

Both B and B vary with k for the same T
1 r

3. Fully rough

B = B [T] = constant
r r

* (5)
BI = B [T] -A n k1 r

Another drag characterization is given by AB which represents a deviation from

smooth conditions or

is|

. . . .



van Driest modification to the Prandtl wall mixing-length formulation provided a

8
turbulent shear stress which started at the wall. Rotta then adapted the

van Driest-Prandtl mixing length for smooth surfaces to rough surfaces by shifting

the position of the refe-ence wall an appropriate distance. Rotta presented the

numerical results in graphical form for two well-known roughnesses: the NikuradRA

sand-grain roughness and the Colebrook-White engineering roughness. Later Cebeci

and Smith2 provided an analytical fit to the wall shift for the sand-grain roughness
9

which was then used by Cebeci and Chang for calculations of turbulent boundary

layers over rough surfaces.

For arbitrarily rough surfaces, the van Driest factor is correlated in this

paper with the roughness drag characterization function until a limiting value of

zero is reached. This is considered to represent the beginning of the fully rough

regime. Then, for the fully rough regime, the mixing length is considered to assume

an initial value at the wall in accordance with Rotta's original (1950) analysis.

For purposes of comparison, the second Rotta analysis of a wall shift is

generalized to produce numerical results for the drag characterization of arbitrary

roughness. In Appendix A, an explicit conversion of mixing-lengths to eddy viscos-

ities is derived. In Appendix B, the associated turbulent kinetic energies (k) and

turbulent dissipation rate (c) are developed.

CHARACTERIZATION OF ROUGHNESS DRAG

A brief review is presented of pertinent features of the velocity similarity

laws and the associated drag characterizations of rough surfaces.

Close to the wall, the logarithmic velocity law for an arbitrarily rough

surface, defined by a sufficient number of length factors k, kl, k2, ... , is given

in what may be called the Reynolds-number mode as

u - A £n y + B1 [k ,T] (1)
'T

and, in what ma- he called the relative-roughness mode, as

Iu - A Zn I + B [k ,T] (2)
uk rT

where



MIXING-LENGTH FORMULATIONS FOR TURBULENT BOUNDARY LAYERS

OVER ARBfTRARTILY ROUGH SURFACES

By

Paul S. Granville
David W. Taylor Naval Ship R&D Center

Bethesda, Maryland 20084

ABSTRACT

Mixing lengths are formulated for turbulent boundary layers

over arbitrarily rough surfaces from both the van Driest and Rotta
procedures. The associated eddy viscosities, turbulent kinetic
energies and dissipation rates are also formulated.

INTRODUCTION

The development of turbulent boundary layers over arbitrarily rough surfaces

may be predicted by mixing-length formulations close to the boundary wall. Existing
calculation methods for smooth surfaces using the Prandtl-van Driest wall mixing

length may be adapted to arbitrarily rough surfaces. Such methods for smooth sur-
i* 2

faces are the method of Patankar and Spalding, the method of Cebeci and Smith, or

its subsequent modification by Nituch et al.
3 and the method of Huang et al.

4

Wall mixing lengths, or rather the associated eddy viscosities, are also

required for heat or mass transfer methods using turbulent Prandtl numbers or turbu-

lent Schmidt numbers to predict the turbulent diffusivities of heat or mass.5

Furthermore, mixing lengths or eddy viscosities near the wall may be required as

boundary conditions to the k-s transport equations for improved predictions of the
6

development of turbulent boundary layers. In general, the mixing length increases

with distance away from the wall until a limiting value is reached which is compat-

ible to the mixing length for the outer region.

7Initially, in 1950, Rotta considered the Prandtl wall mixing length for

turbulent shear stress to apply only outside the laminar sublayer and was able to

correlate the laminar sublayer thickness with the roughness drag characterization

function. However, subsequent turbulence measurements showed that turbulent shear

stresses start at the wall. The concept of a purely laminar sublayer was discarded

and the laminar sublayer was renamed the viscous sublayer. For smooth surfaces, the

*A complete listing of references is given on page 43,
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where X is the value of X\ for smooth surfaces. When this mixing length is in-
v's V

corporated into the velocity profile, Equation (10), and related to the logarithmic

law, Equation (1), Ay becomes a function of B [k ,T]. Instead of solving the

general case of Ay = f Rotta solved Ay =f~k Ifor the Nikuradse sand-grain

roughness and Ay =ffk Ifcr the Colebrook-White engineering roughness and presented

the results graphically. Cebeci and Smith 2fitted the results for the Nikuradse

sane -amn roughness to an empirical formula. Subsequently, Gebeci and Chang 9used

this formula in boundary-layer calculations.

The Rotta formulation leads to an initial value of Z namely, Z at the wall

(for Y*=0) or

Z = KAy ex 25)

Hence f[B f[k*,T] for all roughness regimes. 'w 1

.1

IXXHM

16]

Dahm 1 proposed a differential equation for the mixing lengths of rough sur-

faces based on empirical considerations, which, for zero mass injection, becomes

dena* 0.4 y = fZ ]Z

rognssadAy =fk o thy Coero-Wht eniern ruhesan rsne

dy* 11.83 
(6

tXaMinotion indicates that this equation is a linear differential equation with a

solutio t givenaio byd oa nta au f aey ttewl

0.4 y + Z + (0.4) 18) -ex (27)
w *

21
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It may be noted that this formula resembles that of Rotta, Equation (21), for the

fully rough regime (K=0.4; also at y =0, and Z =Z ). In actual use, values of Z.

would have to be correlated with drag characterization (B1 ).

PROPOSED NEAR-WALL MIXING LENGTHS'FOR ROUGH SURFACES

GENERAL

*Equating the velocity profiles obtained from mixing lengths, Equation (10), and

the logarithmic law, Equation (1), produces

""y

~*

B * dy 1 -- (28)

K

0 1 + /+(2t*)2

*

and with kn (29)

1 Y

1y

.__* *y (30)
I 1 =  y+-

0 + / *+(2t*)2 d + /+(2 *)2 (30)

or

B1 = 11 + 12 (31)

* .* *

where y is a sufficiently large value of y so that the second integrand of Equation
.* *

(30), dI /dv becomes negligible.

INTERMEDIATE ROUGHNESS REGIME

. i.,,-- i'r.indtl-van DriesL mixing length,

= Ky L exp ( ) (32)

v

2"2
S



in Equation (30), the van Driest factor X becomes a function of B and, hence, a
* V 1

function of roughness factors, k and T or A = f[B 1 ] = f[k ,T].

Numerically then, X from the preceding equation decreases with decreasing

values of B1 until the limit A = 0is reached. Then, k =Wy This is the same
v

limit as Rotta I where the laminar sublayer disappears.
The range of A from its smooth value of A to its zero limit, may be

considered to cover the intermediate roughness regime, at A > A > 0.

FULLY ROUGH REGIME

The original Rotta I proposal of an initial mixing length £ at the wall forw

the fully rough regime will now be considered appropriate. Accordingly, Equations

(11), (22), and (23) apply.

GENERALIZED ROTTA II

In order to make comparisons, the Rotta II method of an additional length Ay

is now generalized. The Rotta II mixing length for rough surfaces, Equation (24),

is substituted into either Equation (28) or (30) for B1 so that Ay becomes a

function of B1 , so that Ay = f[BI] = f[k ,T].

DISCUSSION

Two methods have been described for the prediction of mixing lengths for

arbitrarily rough surfaces. There is the Rotta II method which is generalized in

terms of the roughness characterization function and applies to both the intermediate

and fully rough regimes. The Rotta II method extends the van Driest formula for

smooth surfaces to rough surfaces by means of a normal distance parameter.

The other method described consists of an extension of the van Driest formula

to the intermediate roughness regime; the van Driest factor is correlated to the

roughness characterization function. For the fully rough regime the Rotta I method

is to be used in which a wall mixing length is related to the roughness character-

ization function. The relative merits of each method are now discussed.

For the intermediate roughness regime, the Rotta II method leads to an initial

mixing length, Equation (25), at the wall while the van Driest factor method gives

23
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a zero mixing length. A nonzero mixing length at the wall implies the existence of

a nonzero turbulent shear stress and a nonzero eddy viscosity at the wall as is

demonstrated next.

Now the turbulent shear stress near the wall, Equation (7), nondimensionalized

to

t £*2 d (33)

w 

becomes, by use of Equation (10) for du /dy

T t 2Z
t 2~.(34)Lw 1l+(2 Z,)2J

[o *
then, at the wall y = 0,

*" ,2

(35)

= 1+l+(2Zw) 2

Consequently, at the wall, the Rotta II method has a wall value of turbulent shear

stress, but the van Driest factor method has none.

Also for the eddy viscosity, Equation (A.6) gives

( = +(2Z) 2 - 1 (36)
2wW

Agaln, trie Rotta II method has an initial value of eddy viscosity at the wall while

The van Drie:st factor method has none. In fact, the van Driest factor method
0

applied to the intermediate rough regime retains the variation of eddy visco; ity
*4

with at the wall.

24
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For the intermediate roughness regime, an initial value of mixing length,

turbulent shear stress, and eddy viscosity at the wall may all be considered

object ionable.

NUMERICAL RESULTS

In deterning B1 from an integration of mixing lengths by means of Equation

(30), it is necessary to specify a limiting value of y so that the integra.id of I1

bccomes practically zero. As an example, the integrand y (dl2/dy is plotte il

Figure i for the smooth case X = 26 and for the case of the beginning of the fully
rou-h regine * = 0 with r = 0.4 (the same case as for ROTTA II). To compensate for

v ,

tha logarithnic abscissa, the ordinate is multiplied by y so that the area under
* * * * *

the curve represents the integral I Then, dl/dY= y (dI/dy) (d Tny /dv ).
** y

At vilues of v above about 200 the integrand is close to zero.
,

r. Fi.ure _ , the van Driest factor A is correlated with drag characterization
v

funtion B. -or the intermediate roughness regime by means of Equation (35). This
i *

accommodates any arbitrary roughness. The limiting value is B 1 = -1.325 for v = 0.

S 'aller values of B are then in the fully rough regime.

The, wall mixing length Z. for the fully rough regime is plotted against the
w

crag characterization function B1 in Figure 3 in accordance with the Rotta I

relation, Equation (23).

In Figures 4 and 5 the Rotta factor Ay is plotted against the drag character-

iatiOn function BI, as a result of solving Equations (24) and (30). This corre-

lation applies to any arbitrary rough surface and, consequently, includes the

Nikuradse sand-grain roughness and the Colebrook-White roughness.

A comparison is shown in Figure 6 for the mixing length Z. at the wall as a
w

function of the roughness characterization function B It should be noted that the

Potta II formulation has values of 2. in the intermediate roughness regime in

accordance with Equation (25). On the other hand, the van Driest formulation has a

zero value. For the fully rough regime the Rotta I values are compared to the

Rrtt II values of *w,,

A comparison of the variation of mixing lengths Q with normal distance v is

displayed in Figure 7 for various formulations on the basis of equal values of B

Ie smoot case is shown for a van Driest factor of 26. As an example of the

intertdiate roughness regime, a comparison is shown between the van Driest and

25



Rotta II formulations for B = 2. It is to be noted that the Rotta II value of the

mixing length is larger close to the wall. This is a result of having an initial

value Z at the wall. Mixing lengths at the border between the intermediate
w *

roughness and fully rough regimes are also compared. Here X - 0 and B --1.325.

Fo" the fully rough regime, an example comparison, is shown for B 1 -6. It is to

be further noted that for large values of y all the values of i tend to con'7erge

to the original Prandtl wall mixing length of Z - Ky as expected.

SUMMARY

For arbitrarily rough surfaces, two procedures have been developed. First is

the extension of the Prandtl-van Driest formulation, Equation (12), to the inter-

mediate roughness regime. Here the van Driest factor XA is correlated with drag
v

characterization B1 in Figure 2. For the fully rough regime, the Rotta I procedure

may be used as given by Equation (23) which is plotted in Figure 3 as Z- against B1.

Second, there is the Rotta II correlation, Equation (24), developed for arbitrarily

rough surfaces. Figure 4 shows the correlation of Ay with B1 for the intermediate

roughness regime and Figure 5 shows that for the fully rough regime.
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APPENDIX A

CONVERSION OF MIXING LENGTHS TO EDDY VISCOSITIES

The concept of eddy viscosity V t (more properly eddy kinematic viscosity) was

originally proposed during the last century by Bossinesq for turbulent flows as an

analogy to the usual viscosity for laminar flows or

TTt du
-V (A.1)
t dy

Equating this to the turbulent shear stress given in terms of mixing lengths,

Equation (7), produces the well known expression

V 2 du (A.2)

t dy

Note that eddy viscosity unlike laminar viscosity is not a property of the fluid,

but depends upon its position in the flow.

For various reasons it may be more desirable to relate eddy viscosity ( t) to
t

mixing length without the presence of velocity gradient du/dy.

In general, shear stress (T) has laminar and turbulent contributions such that

_ du

N- (+ - (A.3)
t) dy

Ciosc to the wall and then, nondimensionally,w

du--- (A.4)

dv t

.. .. .( . 5)
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integral pardmeters are computed by an algebraic transformation of the
velocity profiles dt the station immediately upstream on the same chordline.
With the velocity profiles thus determined, the three-di mensional displacement
thickness 6k is computed by integration of the continuity equation, using a
procedure that has been modified so that the resulting 6* provides the desired
"viscous-wedge" effect on the outer flow. When all of these operatic,.s are
compileted, all of the same solution variables are definea as woul., haie been
defined by solving tne boundary-layer equations, ned the station not been in
tne -nock 7one. For purposes of operations at adjacent stations, the solution
var-aules deTired for a station inside the shock zone are treated the same

DogiK i iy as 1 they ned come from the boundary-layer equations. For example,
so1i tI3 variables definen witnin the shock zone can be referenced by The
f,r;te difierence formulas used at adjacent stations where the boundary layer
equation s are being solved. because of this, the treatment of the shock on
,rne cnordline i. relatively independent of wnat happens on adjacent chordlines,
and program lojc is kept relatively simple.

n -jm ei;, d;ons an(i Separation Criterion

r ::!e -or Tne etfects Of a snock on a tnree-.dimensional turbulent boundary
1&ye--' s oi fn .J,. exi sting two-d;nensiona) nioojfl extended to three
1!*n' Dy toe , o Ilowiny physicil arguments. Whur; a transonic shock
nn. ,, lin surface, it represents :-a region of very strong pressure

.rd'erL ,, -ntraLed in a relatively narrow bind on the surface, which we
, , o is the "srocK/solid-surface intersection. The surface isobars

ue I jii ced in tne region of intera, tin and tend to assume the same
0rcn .,ia as the shock/solid-surface intersection itself. Thus the pressure
rii i c-, 'q he direction parallel to the shocK/solid-surface intersection is

iecy weik relatve to tie pressure gradient in the perpendicular direction.
ir WE-' SQi1e tnic the pressure gradient in the parallel direction is
.j i, I, then wo coin expect that the Ilow wili behave locally like the flow

;o: an infnit-. span swept wing, in which the spanwise derivatives of all flow
u-mti t te, ire zero. A well-known result in infinite-swept-wing boundary

1a,,t_, Eneory, Krnown as the independence principle, states that the
I vl, - velcity Prufiles in the direcL.ioti perpendicular to the isobars

-iie *,;nn i the, t, - ow dinG are tiieretore Lhe same as would occur
n,, too-o imensi nal flo w in the pierpenoicular-to-tne-isobars

cr c nI' -opI.endence princ iple is eiact orly fu.r lacinar, incompres-
w , iayers. H)wever, iT ns oeen found tnat toe effects of

,i } oase 1arge , V , Lains rro;, the bcravi ur predicted by the
.qr- l (Refere.i e I'J and we , iil E-;ot expect the effects if

-,, . t ,,.' -t r.sni seds, ,o cause suostantia deviations
."S 'I t1 G eolilrICI icS;f fcr.i tw,)-dimens i nalI

c-' 1 cij s w. - ... .o n uf veiocity profiles in
" . ,I 0', ".., .i,( ',) the 'r i , c, -. orfC:e intersectionI,

' ~ ~ ~~ ' ;, K / ,; .,. . . ; ' - .4 r , -e in e < r e

11 t ,' .t eirsec ien

r I; ,.a T,: ', .. .. ' i~ , i , I a

v. 1 .) ri, "t I "

-, - -' ) 00. *d 04t



This determination of shock locations is based on the behavior of the
shock-perpendicular Aacn nUmber. Resolving the local Mach number into a

shock-perpendicular component requires that the shock sweep be known, which in
principle requires that the c hock 7,ocation already be known, both locally and

at adjacent chorIlines. We make he simplifying .,suiption that the shock
sweep is perpendicular to the vressure gradient at a point in the shock zone
where the magnitude of the graient is maximum. [he shock sweep can Lhen be
calculated a priori for each car idate shock zone wii' !'u. the actual shock
location's being known, and the detcrmination of sh,), location can thus be
carried out independe.,cly f')r each chordline in the i ndary-layer grid
without i teratior,. Troe oudaries z I and z2 are ,e- mied Dy applying a
sequence of criLvl : based on the value and gradiz.,,- cf the shock-perpendicalar
,Mlach nuoiber. Tnese criteria were tuned by trial-and-.error to give a reliable
definition of the full extent of the zone over whicn the shock was smeared in
the inviscid-flow solution.

Tne t eatent o. the shork/boundary-layer interaction model within the
oouni.djry-layer grid can be easily understood with reference to a typical wing
,)oun(ary-!ayer grid as shown in Figure 2. The grid consists of a curvilinear,
orthogonal mesh uF prid stations on the wing surface arranged as a series of
,paqiiines and (:hordlines. Hereafter, the term "station" will refer to a
;,irface gria pint as snown in Figure 2. Each station has associated with it
a colifnn of grid points extending from the surface in the normal direction
-rnrougr the boundary layer. The boundary-layer solution is determined in a
*Ar . fn,: sequence in which the program logic "visits" each station only once,
,iter,:ininq the solution tic]re once and for all as a function of the solution
already determined at other stations upstream. The basic marching direction
i0 frtiimi the leading edge attachment line to trailing edge, taking each
spriline in turn, while flong each spanline, the marching is from root to
tip. ihe mhock/boundary-layer interaction model does not alter the basic
narc ing s-,qence; it merely calls for a different set of operations to be
,,urri out at stations associated with the shock zone, while the
* s,.iary-:ayer equation; are solved as usual at all other stations. All grid

stdti)ns in tn, range z1 < z < z2 and the first station downstream of z 2

are ,)nsidered to be associated with the shock zone. The code can handle up
tq two shock zones on each chordline.

When the prograin logic 'visits" the first station associated with a shock
z,)ne. tne empirical ;ho -jainp conditions for that shock zone are computed.
,nis cuns-its )t compiting the integral parameters of the velocity profile
d-rjcviicular t', tiue hock/wing-surface intersection upstream of the shock,

H , and G aL z - z,, and the corresponding downstream parameters

I zi,7
'nd I at z 2 using the jump conditions described below.

hi, ,; ut,1n :)I the velocity profiles at each station associated with the
sho--K zorw tak, place as follows. First, the local values of the
snock-p,_r ,pnicular intejral parameters *sL , HL , and Cf are interpolated

cromn the j,; strem ijnd downstream values using interpolation functions that
depen(I on tne local value of perpendicular Mach number as sketched in Figure
j. inree-d-imensional boundary layer velocity profiles consistent with these

17



An important consequence of item 2) is that the boundary-layer solution will
often predict separation for cases in which the shock is moderately strong,
but in which no separation appears in the real flow.

The alternative approach explored in this paper differs from the simple scheme
described above in two basic areas: the treatment of the effects of the shock

on the boundary layer, and the treatment of the effects of the boundary layer
on the shock in the outer inviscid flow. First, the treatment of the effects
of the shock on the boundary layer is improved by replacing the boundary-layer
equations in thQ shock zone with a set of semi-empirical jump conditions for

the changes in boundary-layer quantities through the shock. The
boundary-layer equations are still used upstream and downstream of the shock

zone. Several investigators (References 1, 2, 3) have shown that models of
this type offer an improvement over the boundary-layer equations, and Inger

(Reference 4) has used such a model in coupled transonic flow calculations for
2-D airfoils. Second, the effect of the boundary layer on the outer flow is

modelled by defining the displacement thickness in the shock zone so as to
produce the sume effect as the viscous-wedge model proposed by Yoshihara
(Reference 5), tiat is, to encourage the inviscid solution to produce a
perpendicul3r Mach number slightly less than unity downstream of the shock.

In tnis paper, we describe the extension of this basic approach to three
dimensions and its application to coupled viscous-inviscid three-dimensional
transonic flow calculations. The approach has been incorporated into two
major computer programs that carry out such coupled calculations
automaticafly. Cale program treats wing-body and wing-body-strut-nacelle flows
using a transonic full-potential method (Reference 6) for the inviscid flow,

and the other program treats nacelle-center-body flows using an Euler equation
method (Reference 7). Both programs use a three-dimensional finite-difference
boundary-layer method (References 8 and 9) for the basic boundary-layer
calculations, modified to also carry out the calculations associated with the
semi-empirical shock-jump conditions.

Thle ec(k-boundlary Laer_ interaction Model

t23,% ")pera&Aw

Ihe interac ,iun tetween tne boundary layer and Lhe inviscid flow is calculated
by d ( 11SS;¢dl direct-iteration scheme, as diagrammed in Figure l(a). in each
yI/ , ,7 f rno iterative procedure, the viscous flow is computed in the direct

meo,e, i.u. tre itest inviscid-flowq veiocity components on the surface are
Js., '. :)Oudl'/ conditions, arid the (istribution of displacement thickness

rs o,, e ,:r' is computel as part of the solution. A weighted average of
tri , new .* ani tc. r trom the previous cycle is then used to modify the

t -,). or toe next cycle.

,u , ,t ,, ne i n s ;) er ea:h cy 'e inv"ves several steps, as
i rs', r he rv, 'ne 0r, u, tnoJnij I ,face grid

"' 4u,~~~~~~ i' : l:,,, c, ,r :  j' L re - i;: ni' a i r } y -i iyc . 3 1 , culIat i oi i;
c-i t y ve tor, are ,,'o riately ira- f ried

SA,, , . ~ n or.... ... ,"f, dat.. thus i .ed

,, ,>: e--,, e r 1, t.it. '.,i of to, .. , vitn tnu cr,r;qise
,Cu r, ' ) I 1 rlie dl,'' . !-l d. [i'. Sh lOCK ;, i,),' S are actual ly
,er) ) t -o&:' ill ; 1jri - Z, Ofl Z2 fJ k zones"
';ve, .,r a, n ;'1 ( -ft',i :,o . , as sho,n for a

, i ,rj )o.i ry ' r,d In

" " ... L .;-16



SHOCK/BUUNDARY-LAYER INTERACTION MODEL FGk THREE-DiMENSIONAL

TRANSONIC FLOW CALCULATIONS

by

J. D. McLean and T. K. Matoi

doeing Commercial Airplane Company

Introdurtion

Several widely used computer programs for calculating viscous transonic flow

in both two and three dliensions use a classical direct-iteration scheme to
couple an inviscid-flow solution for the outer flow with a solution to

boundary-layer equations for the viscous flow near the surface. In transonic
flow, shocks usually appear in the flow field. In the portion of the field

that is modelled as inviscid, these shocks appear as discontinuities in weak
solutions to the inviscid-flow equations, either potential or Euler. Such
discontinuities are in principle inappropriate as input to the boundary-layer
equations, since they require smooth boundary conditions. In practice,
however, the inviscid solution is generated numerically, and the shock
discontinuities are smeared over several grid cells. It is a common practice
to feed the numerically generated inviscid solution directly into the
boundary-layer equations (sometimes with interpolation onto a finer grid for
the boundary-layer calculations), allowing the boundary-layer solution to
respond to the smeared shock jumps just as it would to any other pressure
gradient. For very weak shocks the thickening of the boundary-layer through
the shock predicted in this way should be very nearly correct, but for
stronger shocks there are two major drawbacks to this approach:

1) The prediction of the viscous flow development through the shock is
inaccurate because the assumptions inherent in the simple
boundary-layer equations are violated in such a strong-interaction
region, and

2) The coupled solution has an unrealistic (and non-physical) dependence
on the grid spacing used in the inviscid solution. In the real flow
the smearing of the pressure rise through the shock (as seen at the
surface) results from the interaction of the shock with the
boundary layer, while in coupled calculations the smearing depends
strongly on the grid spacing of the inviscid solution, especially
with the relatively crude grids generally used in three-dimensional
calculations.
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y Nondimensional y, y = u y/V

YL Laminar sublayer thickness

YL Nondimensional y L9 YL = u Y L /V

AB Drag characterization, AB B- B

Ay Rotta II shift

E:' Turbulent dissipation rate

IK von KArm~n constant

Length factor in modification function

Nondimensional A, X = u A/v

A A for hyperbolic-tangent modification function
h

AX for van Driest modification function
v

A A for smooth surfaces
V's V

* vKinematic viscosity of fluid

V t Turbulent eddy viscosity

Density of fluid

T Shearing stress

. T Laminar shearing stress

I Turbulent shear stresst

!Wall earing stress
0
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NOTATION

A Slope of logarithmic velocity law, A 1/K

B Intercept of logarithmic velocity law in Reynolds-number mode
(also drag chara,'terization function)

Bl1s Value of BI for smooth surfaces

B Intercept of logarithmic velocity law in relative-roughness moder

B Value of B for fully rough regimer r

1I, 2 Integrals defined by Equation (30)

k Roughness height

k1 k Other roughness lengths
1'2-

k Roughness Reynolds number, k = u k/v

k Turbulent kinetic energy

Mixing length

Nondimensional mixing length, Z = u 9/V

zValue of Z at the wallw

M Modification function

T Roughness texture, T = k/kl, kl/k 2 ,

u Streamwise velocity component

u1 Nondimensional u, u = u/u

uT  Shear velocity, u w /P

w Subscript denoting conditions at the wall, y = 0

y Normal distance from wall

4
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2:. j&

and

*2, du (.54- *-1 , (B .5 )
u dy

. * *

Substitution of du /dy from Equation (10) produces

, 2

2Z. 2 (B.6)
u 1*

and

V 4 _ _*2 2 (B.7)

u L++ (22.)2]

Some general properties of I and C are now deduced. At higher values of 2.

V < /U )k approaches 1 and (V/uT )c approaches 1/k*
Also (V/u ) reaches a maximum value of 1/4 at £ /2.

T

This maximum value is independent of the mixing-length model.

In Figures B.1 and B.2, the variation of k and c with y are shown for selected

roughness conditions.
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APPENDIX B

NEAR-WALL VALUES OF TURBULENT KINETIC ENERGY (f)
AND TURBULENT DISSIPATION RATE ()

Abmodel ing method for Current turbulence determines the turbulent shear stief;.

from the eddy viscosity which, in turn, is obtained from the turbulent kinetic

energy (r) and "the turbulent dissipation rate (e) from

k 
2

t 1(.

where c is a constant.P

Values of k and E are obtained from solutions of convection equations which are

partial differential equations. However, close to the wall it has been found that

values of k and c obtained from mixing lengths may be used as inputs to the partial

6.differential equations for k and c with an improved accuracy in the solutions of

the equations.

By equating the production and dissipation terms of the k-equation, Arora

et al.6 related k and C to the mixing length close to the wall as follows,

(du (B.2)

, 7c- dy/

p

and

2

c =R.r- (B.3)A

Elimination of the velocity gradient du/dy produces a direct relation between k and

c with . as follows. First the relation for k and c are nondimensionalized to

V7c- ,

p *2 (B.4)
u \dy/
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Equating the two expressions for du /dy results in

V
t I *)2

/1 - +(2Z)C
2 2

This is the desired relation for converting mixing lengt As to eddy viscosities.

At large values of k. , (v /v) - - Ky or vt - eu~y.
t t -

For the van Driest formulation for arbitrarily rough surfaces, Figure A.1 shows

the variation of eddy viscosity ratio vt /' with normal distance y The smooth case

is shown as well as the case for the boundary between the intermediate and fully

rough regimes. Also, as an example of the fully rough regime v /v is shown for B1 =

-6. At large values of y , (V t /v) -* Ky as seen in Figure A.1.

It is to be noted that the increase of V t/V with y presented here applies only

to the boundary-layer region next to the wall. A limiting value is reached which
2

corresponds to outer-region values such as those given by Cebeci and Smith.
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change in the shock-parallel velocity component either. We, tnerefore,
construct the parallel-direction velocity profiles on the assumption that the
shock-parallel velocity component is unchanged along streamlines of the flow
through the shock zone.

4 The jump conditions for 6* and H1 are the same ones used by Bozatli (Reference

3) in his study of two-dimensional airfoil flows using an integral boundary
layer method. The 61 jump condition was derived from a numerical,
non-asymptotic, triple-deck theory of transonic shock/boundary-layer
interaction developed by Inger (Reference 1). The following algebraic
curve-fit was developed by Deane (Reference 11), who ran Inger's program for
an extensive matrix of flow conditions:

6= 1 [5.17 + 8.65(H -1.3)] lli - )tanh(LOgloR 6*±l- 2.35),(1)
_L] =L _Li 17 (Lo 106 6l eLl

' 2),
were Hl i = (H - 0.273 M e l . +0.1175 M e (2)

4 and R *1 6 "± e11  (3)

VeI

To derive the jump condition for H, we use an integral conservation analysis

proposed by investigators at ONERA (Reference 2) and illustrated in Figure 4.
A correlation supporting the choice of Km = 0.5 for the entrainment
parameter is presented Figure 5. The resulting expression for H_±2 is:

H 1-L2 (4)
eL2

where

e± 2 =D 2  6 2  62 ,

62 =u 1  - 6*2)/C 2 62 , (6)

C = KV l , (7)

oL -V 61 (Km - (8)
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C Ue - 1 / U e\l, (9)S2 KmV r 
U-C-rn r T _l 1 1 ( P2 P) --

e e

U r
= Vr e _L 1 + 6* + 6 K.m - (10)

U + 0.2 2.5V r = e l e. ,(ll

Ue 1 + 0 . 2 M2

andK = 0.5m

For, the shock-perpendicular skin-friction coefficient downstream of the shock,
we have derived a simplified curve-fit of Deane's results (Figure 40 of
Reference 11):

r= Cf1 2.25 M2 + 2.6 Me + 0.525] (12)

This completes the calculation of the jump conditions A6* , H_, and

L. The dependence of these quantities on shock strength (Me) is

* illustrated for typical conditions in Figure 6.

Ine criterion for, shock-induced separation is based primarily on the upstream
perpendicular i'lach number Me and is applied in two stages. As Me

* increases, the first indication of shock-induced separation is given by the
code when Ve exceeds a threshold value that depends weakly on the

shock-perpenoicular, incompressible shape factor of the upstream boundary
laytr:

,e =1.5 - 0.139 H11  (13)

Sep.
;nis _ ,Aession is shown in Figure 7 superimposed on experimental data of

* efrene . If eIe  increases above this first threshold, the boundary-layer

* rojra continues to generate a solution in the shock zone and downstream of
t-rc snork zone until a second threshold is reached when M = 1.4, at whichLI
* point t .. va~ie ,f l given by eqn. (12) (see also Figure 6) becomes

,at ". W4hein this happeus- tne program cannot produce a solution in tne
s .ru the remainder of the chordline becomes a f(.rbidden zonr ., the

o~ur ,, i ./esoluti n omain, w;,re ro solution exists -nd where solucuon
* ,';,r .-ni < j' ' vailaol,- to referenced by differencirj operations at

nc j iations. TOese forbidden Zones, and similar ones that can arise
*.vir tne boundary-layer eq,,.tiorls outside the shock zone, are discussed

W i " " 9.
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Generation of Velocity Profiles in the Shock Zone

At each station associated with the shock zone, the integral parameters of the
shock-perpendicular velocity profile are determined by the interpolations
illustrated in Figure 3. Shock-perpendicular velocity profiles consistent
with these parameters are then calculated by an algebraic transformation of
the profiles at the station immediately upstream on the same chordline. Thus,
for a particular shock on a particular chordline (see Figure 2), the velocity
profiles at all the stations associated with the shock zone stem from the
profiles at the last station upstream of the shock zone, having been altered
by repetitive applications of the algebraic transfornm~tion procedure.

The new velocity profiles at the current station are required to match the
three integral parameters 6* , H_, and Cf± ,using velocity profiles from

the station upstream for which these integral parameters had different
values. Also, the new velocity profiles must be defined at the regular grid

points of the solution-adaptive normal coordinate n - , where 6 is an
m

integral measure of the local thickness of the boundary layer:

• y 2 ,,)2 1/
in = yY + (w dy. (14)

Consistency requires that the value of 6 be determined so that the velocitym
profiles defined as functions of r satisfy the relation:

.flu 2 + (a (1/25n + a dn = 1 (5

The transformation therefore involves four input parameters, including 6

and an iterative procedure is used to determine these inputs so as to match
the three required outputs and the consistency condition, eqn. 15.

The calculation of the shock-parallel velocity profiles is based on the idea
that the parallel velocity component should be constant along streamlines of
the flow, or that it should remain constant as a function of a stream function
based on the shock-perpendicular velocity profile:

S(n) = u_± 6*m dn (16)

To begin the calculation, Y is computed for the upstream station and for the
current station, where the u1 profile has just been computed by the
transformation described above. The new shock-parallel velocity profile is
then interpolated from the corresponding profile at the upstream station, using

as the independent variable in the interpolation.

Viscous Wedge Model

[he viscous flow solution, including the shock/boundary-layer interaction
model, affects the inviscid solution only through the distribution of
displacement thickness 6*. Outside the shock zone, 6* is determined by the

$II



three-dimensional boundary-layer velocity field through integration of the
continuity equation. Inside the shock zone the same integration is carried
out, but the resulting, 6* is then modified so as to have the desired
"viscous-wedge" effect on the outer flow, i.e., to push Me toward a value

slightly less than one on each chordline. A new value, *new' is calculated

so that the 6* derivative in the chordwise direction, a6*/az, is changed by a
factor FD that depends on the downstream perpendicular Mach number Me2 i.e,

3 6 new F0 M a old (17)

a z "e1 2  a Z

The function FD (Mei2) , plotted in Figure 8, is intended to provide the desired
viscous-wedge behavior. The growth of 6* is increased strongly if Me is too

low (Me±2 < .95) and is decreased if M is too high (MeA > .99). When Me_

is in the desired range .95 <_M e 2 < .99, the original result of the 6*

integration is left unaltered, i.e., 6*new = 6*old* This dependence of the 6*
slope on 14e2 has proven to be fairly effective in driving MeA 2 toward the

desired range of values, though it usually takes several viscous-inviscid
iteration cycles for MeA 2 , and thus the post-shock pressure level, to converge.

Comparisons with Two-Dimensional Airfoil Experiments

In the experimental investigation reported by Cook, McDonald, and Finmin
(Refence 12), surface pressures and boundary layer development were measured
on the upper surface of an RAE 2822 airfoil for several transonic flow
conditions. To test the performance of the shock/boundary-layer interaction
model we chose three cases with moderate-to-strong shocks and attached flow.
We ran these cases in the boundary-layer program in the direct
infinite-yawed-wing mode at zero sweep (assuming two-dimensional, planar
flow), using the measured pressure distributions as boundary conditions and
the measured velocity profiles at x/c = .179 as initial conditions. The
boundary conditions were interpolated onto a finer x/c grid to improve
integration accuracy and ensure an essentially grid-independent solution in
the boundary-ldyer program. Two calculations were made for each case: One
using the Doundary-layer equations everywhere, and one using the

*. Thock/boundary-layer interaction model to bridge the shock zone and
* noundary-layer equations everywhere else.

f. iu conditions for tne three cases cnosen are summarized in the following
*0 -1ol e :

CA t 'll0 Re _ XIJ 6 (deg) Cn  max Me

/ .7/5 b.5 2.55 .b58 1.196

.72;J 6.5 J.19 .8U3 1.291

-'.5A .74 2.7 4.19 .133 i.?88
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In Case 7 the shock strength is moderate, while Cases 9 and 13A are on the
verge of shock-induced separation at two different Reynolds numbers.

Figs. 9, 1L and 11 show the measured pressure distributions and the measured
and calculated boundary-layer integral parameters. The abrupt increases in 6k
and e through the shock, starting at x/c z .50, are evident in all three
cases. In Case 7 (Figure 9) where the shock strength i- moderate, the
boundary-layer equations (dashed lines) under-predict he increases in 6* and
e through the shock, and the predictions with the shoik/boundary-layer
interaction model -gree better with the experimentsl! nata aft of the shock.
The shock/boundary-layer interaction model also moves *he predicted H closer
to the data, out there is little to choose between the two Cf predictions.
In Case 9 (Figure 10), where the shock is considerably stronger, there is
surprisingly little difference between the two predictions, with the
shock/boundary-layer interaction model being favored slightly. In Case 13A
(Figure 11), also with a strong shock, but at a lower Reynolds number, the
jump in 6* through the shock agrees well with the data in both calculations,
but the calculation with the shock/boundary-layer interaction model agrees
much better with the data from there aft. The shock/boundary-layer
interaction model also predicts the change in Cf through the shock more
accurately in this case (the calculation with the boundary-layer equations
nearly separated). At this low Reynolds number, H aft of the shock is poorly
predicted by both calculations, an effect also seen in the integral
Soundary-layer calculations presented oy Bozatli (Reference 3).

Three-L)imensional Wing Calculations

To test the new model for three-dimensional swept wings, two wing-body
configurations were chosen for which experimental pressure data were available
over a range of flow conditions including the onset of shock-induced
separation: an experimental wing design tested in the Boeing transonic wind
tunnel, and the 747 winy-body half-model tested at high Reynolds number in the
I,ASA Ames 11 foot pressure tunnel. For each configuration, calculations were
carried out over a range of flow conditions. Each flow condition was
calculated both with and without the new model. The nominal experimental
flight conditions (Mach number and Reynolds number) were used for all
calculations. For the experimental wing, experimental values of a were
increased by a constant increment of 0.32' for the calculations to give better
agreement with upper-surface roof-top pressure levels and thus shock
strengths. For the 747 test cases, the experimental values of a were used
without adjustment. The experimental trip locations were used in all
calculations with the exception that if the calculation encountered laminar
separation ahead of the designated trip location, transition was automatically
moved forward to the laminar separation point. All of the calculations were
run for 6 complete potential-flow/boundary-layer cycles, using 100 coarse, 100
rediain, and lu fine mesh sweeps in cycle 1 followed by 30 fine mesh sweeps in
each succeeding cycle.

0

0~ 53



The test cases are summarized in the following table:

a (deg.) with without Cp comparisons
CONFIGURATIUN Mo W.T. Analysis new model* new model* in fig.

Experimental wing .77 2.20 2.51 V, V 12
.79 1.41 1.73 V, X 13

2.14 2.46 v1 14
2.60 2.92 X

747 Wing-body .84 2.73 2.73 16
.86 2.70 2.70 V" 17
.88 2.74 2.74 X 18

*key to table symbols

1( Reasonable convergence was achieved

X Separation was predicted at the shock over much of the span

The experimental wing was run once at the cruise Mach number of .77 and then
for a series of a's at the higher Mach number of .79, for which the
calculations without the new model prematurely indicated separation at the
shock. The 747 wing-body was run at essentially constant a for a series of
Mach numbers up to a point where the calculations without the new model
predicted separation at the shock over most of the span.

Ine predicted pressure distributions for the experimental wing are compared
with experiment in figs. 12-14. Near the cruise point (Figure 12) both
calculations give reasonably good agreement, especially near mid-semi-span.
The shock location and post-shock pressure distribution are predicted slightly
better by the new model. The smearing of the shock in both calculations is
greater than in the experiment. Outboard of mid-semi-span both calculations
underpredict the roof-top suction and the lift, and inboard of mid-semi-span
both calculations predict the shock too far aft.

At the high Mach number of .79, all of the calculations without the new model
prematurely predicted separation at the shock, and the pressure predictions
are therefore meaningless. The pressure predictions for 6-cycle calculations
with the new model are shown in figs. 13 and 14. The agreement at a = 1.73'
(a 1 1.4' experimental) in fig. 13 is not bad considering that this is a case
for which the calculations without the new model were unable to obtain a
converged solution. With increasing a (figs. 13 and 14) the calculations show

San increasing tendency to predict the shock too far aft and with too low a
post-shock Mach number. We have found that running more viscous-inviscid
iteration cycles tends to push the post-snock Mach number in the right
direction, but the convergence is very slow.

", highet angle or aLtack (a = Z-92'; a = 2.6' experinental) the
,nS(rk/boundary-Iayer interaction model's first separation criterion (eqn. 13)

was exceeded over a laryc fraction of the span, and the final separation
criLerion ( > 1.4) w,;s exceeded over most of the outboard half of the semi-

%Ja, Casin a zone of torDidde,- solution there. The pressure predictions
tor LiS case are therefore not presented. The progression of shock-induced
l;eparation prediction witn an if ttack is illustrated in Figure 15, which

Y ,; tne Ioat',on on the platform wner. tne two criteria were exceeded. At
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_4= 1.73Q, neither criterion is exceeded, at a = 2.469 the first criterion is
exceeded over part of the outboard wing, and at a = 2.920 both criteria are
exceeded as already described. An examination of the experimental pressure
data showed that trailing-edge pressure divergence has just begun at = 2.6' ,

suggesting that in this case the onset of shock-induced separation in the
experiment correlates roughly with the final separation criterion (Me I > 1.4)
built into our model.

Test-theory comparisons for the 747 wing-body are shown for Mach numbers of
.84, .86, and .88 in Figures 16, 17 and 18 respectively. This is a more
difficult configuration for the calculations beciose of tne more complex s .ock
pattern. Particularly at M.. = .86 and .88, there is a double shocK inboard
of mid-semi-span and a single shock outboard. The supersonic-to-supersonic
forward shock on the inboard wing tends not to be resolved well by the
finite-volume method in the inviscid-flow program, as can be seen in the
figures for all three Mach numbers. It is interesting, however, that in the
calculations with the new model the shock-location algorithm was able to
identify the forward shock. A characteristic x-shock pattern is seen for all
three cases when the shock locations found by the algorithm are plotted on the
platform, as shown in Figure 19. The circular symbols on these plots indicate
the locations where the first shock-induced separation criterion (eqn. 13) was
exceeded, and they are seen to span most of the outboard wing at MOD = .88.
The final separation criterion (M > 1.4), however, was never exceeded. The

experimental data show no signs of trailing-edge pressure divergence,
indicating that shock-induced separation has not yet begun. Calculations at
any higher Mach numbers were not attempted, however, because the calculations
with the new model display an increasing tendency toward trailing-edge
separation with increasing M, , as shown by the dashed boundary. In the
calculations without the new model, there was no trailing-edge separation
indicated at Ma = .84 and .86, while at M.* = .88 separation was encountered
at the aft shock over most of the span (also shown in Figure 19), making the
pressure predictions meaningless in this case. (Thus, only the pressure
predictions with the new model are shown for this case in Figure 18.) Again,
the new model was able to obtain a reasonable result for one case (Me* = .88)
in which the calculations without the model failed due to premature prediction
of shock-induced separation.

Three-Uimensional Nacelle Calculations

The new model is also being used routinely for modeling flows about
transport-aircraft fan-cowls. For one particular case, comparison
calculations were made both with and without the new model.

both sets of calculations for this case were run for 4 complete cycles. In
the calculations without the new model, the boundary-layer program encountered
separation at the shock (at about 20 percent chord near the crown line of the
external surface) on cycles I and 4. Thus, it is unlikely that the comparison
calculations would ever have converged, and the corresponding pressure
predictions are therefore meaningless. In the calculations with the new
model, the solution is not very well converged at cycle 4, but there is no
separation and the solution is converging. In Figure 20 external-surface
pressure distributions calculated at cycle 4 with the new model are compared
with experiment at three constant-e cuts. Already, agreement with the data is
quite good, except that the forward suction peak is underpredicted at e = 90'.
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. Conclusions

A new computational model for three-dimensional shock-boundary layer
interaction has been developed for use in viscous transonic flow
calculations. In general, the new model has been found to be an improvement
over the old method in which the boundary-layer equations are simply
integrated through the shock. The basic empirical content of the method was

tested against detailed boundary-layer measurements in two-dimensional
*transonic airfoil flows, and the new model was found, in general, to give

better agreement with experiment. The new model has also been tested in
coupled viscous-inviscid interaction calculations for wings and for nacelles.
From comparisons with measured pressure distributions the following
conclusions can be drawn:

1) For cases with weak-to-moderate shocks the new model gives a slight
improvement in agreement over the old method.

2) For cases with strong shocks that caused the old method to fail by
predictinn shock-induced separation prematurely, the new model
continues to converge (slowly), providing reasonable agreement with
experiment.

3) The new model appears to be able to predict, at least crudely, the
onset of shock-induced separation, provided the onset is not preceded
by significant trailing-edge separation.
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FIGURE 3 ILLUSTRATION OF INTERPOLATION FUNCTIONS USED TO DETERMINE
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SHOCK/BOUNDARY LAYER iNTERACTION

DISCONTINUITY ANALYSIS
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K o 0 -GREEN, COUSTEIX.HOUDEVILLE 
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FIGURE , ILLUSTRATION OF INTEGRAL CONSERVATION ANALYSIS (EQNS. 3.3.9-10)
USED TO DETERMINE H_2. REPRODUCED FROM REF. 2 WITH ORIGINAL
ONERA NOMENCLATURE.
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1. EXPERIMENTS

The model investigated in the 3m x 3m Low Speed Wind Tunnel of the DFVLR

(;ot inger, is a stirg-mounted prolate spheroid of axis ratio 1:6 (Fig. 1). The

wind tunnel model was especially designed for the investigation of

three-dimensional boundary layers and separated flow fields. The measuring

echniques used are desoribed in detail in Refs. [1], [2], [3]

Ti: ju:, itat vi\ m,asur'mnts were supplemented by different flow visualiza-

ti4orl Loh~un> ike, oil flow patterns, Laser light sheets and hydrogen bub-

, 'tnod 1:. . ito> Lowing tank. For this purpose wind tunnel models of

. S -....i' I i ". 'i .. . . ... - a = -,4 00 mm (of. Fig. 1)

... : .... - .. : , =  48 0 mm

I' <<121 zI ow[ Spu 8 ionl " | MIX 100 bar) L = 480 mm

'[hie app.] ohat I of- diPferemt model sizes and different wind tunnels enabled

:'. t, ,t . Ke,'in, s uiunbe" r:oi , ke = i L,,v 1 .3 x 106 to 90 x 106 .

0
[ 80



2. RESULTS

As has been found from surface hot film measurements, Ref. 131, the boundary

lyjver flow over the prolate spheroid is completely laminar at an angle of

inlcidence a = 100 and a free stream Reynolds num.. of Re 1.6 x 10r. As

demonstrated in [3] one can calculate wall streamlines from measured wall

shear stress vectors. Fig. 2 shows the derived wail streamlines and a typical

examile of wall shear stress vectors measured in the cross section

x0 /2a - 0.48 for this flow case.

This result cl arly indicates two facts:

I Oine obtains converging streamlines which merge to an envelope.

2 in the regime of the enveloping streamline the wall shear stress reaches a

minimum and its circumferential component vanishes, if the co-ordinate sys-

tem of Fig. 1 is applied.

This wall streamline pattern is difficult to understand if the corresponding
wail pressure distribution (Fig. 3) is considered. At a first glance the

differences between the measured and the potential flow pressure distrib-

utions do not lead to the supposition that a vortex flow is created. However,

it is clearly indicated that in the regime where negative deviations between

the derivatives (- I / 'O and (c /20) occur (compare Figs. 4ab), an
p exp. p pot.

enveloping limiting streamline was found. But the cross flows induced from

the vortex flow are still small compared to the longitudinal velocity and

ause a weak viscous-inviscid interaction.

An oil flow patterii (Fig5) obtained in the Im Low Speed Wind Tunnel is in

excellent agreement with the wall streamlines derived from measured wall

shear stress values. For c:omparison, the calculated line of the boundary lay-

er separation is shown in Fig. 6. This result published in 1] does not

cI inge siginificantly, if other calculation methods are applied (Refs. 15] to

1]).

In order to obtain some more detailed information about the topological

structure of the separated flow field the Laser light sheet technique in the

1m Wind Turnel and the hydrogen bubble method in the DFVLR Water Towing Tank

lr were applied. Both flow visualization techniques lead to a flow pattern

* 81



on the leeward side of the prolate spheroid which is shown in perspective

sketch in Fig,. In an attempt to describe three-dimensional separated flows

fl unambigously, Hornung and Perry [11] introduce the concepts of streansurface

bifurcation. In th is manner they avoid using the terminology of

two-d m i.i I ona 1 low. Strtonsurl-aces, rather than streamlines constitute

the bin(arices between distinct rcgions of space. A detailed description

Of strcaisur-ac, bifurcations in Fig. / is given in Ref. [12].

The se-iematic flow pat tern of "Cross Section b " in Fig. 7 is confirmed by

experiments shown in Figs. 8a and 8b, where measured velocity vectors in the

W* i -01-me at xtoa = 0. 7 3 are shown. These measurements were carried out

ii, th 3m x 3m Low Speed Wind Tunnel on the 2.4 m long model.

Thu. nasured Vclon ity field (}"ig. ?a clearly iindicates a strc-,g vortex with

a (,Ore it ,ItoUt 0 - 2(00. An er] argement of the details between 0 = 210o and

2 '03 (Fig. 8b) elu.idates the existence of two additional vortices. The

directions of rotation are idenLical with those shown in Fig. 7. Even a free

saddle point is indicated, so that the supposed topological structure of the

s~quarat ucis cleirly supported by experimental evidence. The experimental

results suggest that the sectional streamline emerging from "S" toward the

uody is not the samine one as that foilowing into the halfsaddle on the body.

However, the experimental technique could not resolve this detail.

i-: is topol Ai cal str-1ct'ure is similar to that obtained for laminar flow at

L = Hi0 ind Re=1 . :. 10'. It is -ont irnied by the wall streamline patterns

obaiiled from wail shear stres measurements (cf. Ref. 13J), and correspond-

,rg oil f low p'itterns (compare Figs. 5 and 9). The main difference which can

no onselr,(l in the oil flow patterns is the sh fl of the separation line to

14cg]cr ci nit i lereint £01 angles 0.

, esure istribtion in the turbuient case differs considerably from

Q.; respoi!,ling vail es noano.I ated potet toal t:ieory (Fig. i0). This implies

S s' ae ll, in (rltr-I L to t.ie, lami ,r I low sep rt Joii il'ig. ajid 6 ), a

.t . -.. nr.,. ,- i ,(-in ilterac{ t ion oi the s wr(: aide !low field but a com-

p a:.:b C: tef.ieg: .al at rintoire o tie separaLed [low t ioi.

If ,' io ye'; It f - air 01 ' .uity 1. :_o 47 i/) , it an angle of inci-

, a - 2 e' 1: (<oc, t.. t. ' I d st.it iol oi; t oe- itnensional tur-

0, t ' .L [ ::ar*V ]a'e;, :, tie a: ,tetioill :'O 'a = (.04 (coipare Ref. [3]).

" <I-, : r, ,,surO I: r1., ii : th a flow coteition is very similar to

* ~81
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. , , .. . - . . w . .. . . .,

that shown in Fig. 3. However, the topological structure of the flow sepa-

ratiolt seems to differ considerably from that we' found for the laminar case.
In Fig. 11 the developmient of the limiting wall streamlines indicates a (O;1-

vergence only at the rear part of the model which is confirmed again by the
corresponding oil flow pattern (Fig. 12) obtain, ., the Pressurized Low

Speed Wind Tunnel . That moans we have only one p - of vortices at the rear

part of the proiatC spheroid. These voruices do cause a secondary hound-

ry layer separation as it was determined in the laminar case (Figs. 2 and 5).
The topoiogical structure of the flow separation can be described by detail

b in Fig 7.

The mea;iired boundary layer profiles in three cross sections indicate a con-
s iLerable increas of the boundary layer thickntess on the leeward side of the

prolate spher,;i( ([iij .3;. For the body oriented co-ordinate system
(Fig. I ) negative cross flow occurs at smaller angles 0, with increasing dis-
tahloe x. Tite vortical structure within the bountdary layer may be interpreted

as a longitudinal vortex embedded inside of a thickening boundary layer.
This vortex appears cc grow in "size" and "strength" and moves away from the
surface. The ntegative crossfiow is certainly not an unequivocal identifica-

tion of a flow separation, because its location depends on the co-ordinate

system chosen for the daca reduction procedure. Consequently, for the iden-

tification of separation other criteria should be applied which have to be

independent of co-ordinate systems. These may bo obtained by calculating the
divergottce of the wall shear stress ando, det(rtining the eigen-vaIues of
tthi .acohian matrix of the velocity f(eld, C-f. ,,f. [13].

3. SUMMARY

Th(, >esL.g tou:, lea.d to the foilowing result , and conclusions:

" -'}l( Lth[,<o4' ia ( st r lti of the, separat tll )atte r s on the 1 ate sfher-

old indicates considerabie differences at an angle of incidence a = 100
n~etwr: ] am inar and turbu lient three-d lines iona 1 boundary layer flow.

-The viscous-invisetd interact ion at a = 0A is weak, thus only small cross

flows compared to Lite longitudinal velocity occur. For this reason differ-
('eCOs he-weei the neasut-ed and the calculated potential flow surface pres-
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sure c, which would indicate a flow separation, are not recognizable. The

corresponding derivatives 3C /./ and cp/ x0 lead to systematical devi-

ations in a region where flow visualizations and wall shear stress

measurements indicate negative streamsurface bifurcations.

The topological structure of the separation pattern at an angle of inci-

dence a = 10o for laminar boundary layer flow is similar to that observed

at a = 30' with turbulent boundary layer separation. This separation pat-

tern is discussed in detail and compared with experimental results.
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Fig. 9: Oil flow pattern for turbulent boundary layer separation (a c 300,

U1 37 m/s, p 0  6,5 bar, model length L =48 cm, Re =8 x 10,

DFVLR Pressurized Low Speed Wind Trunnel).
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EXPERIMENTAL STUDY OF VORTICAL FEATURES IN
THREE-DIMENSIONAL SEPARATED FLOWS

H. Bippes

ABSTRACT

Possible topological structures of three-dimensional separated flows are

studied on a hemisphere-cylinder at incidence. By means of a systematic vari-

ation of flow parameters a manifold of skin-friction patterns is produced. It

is established that they develop from three basic structures simply by suc-

cessive splitting of saddles in saddle-node-saddle combinations. The adjoin-

ing spatial flow field is visualized in low Reynolds number water tunnel

flow, where similar kind of skin friction pattern develops as in fully turbu-

lent flow. Velocity field measurements in the separated region on a

rectangular wing indicate that on both models a similar topological

structure, including unsteady effects, is possible.

1. INTRODUCTION

The prediction of three-dimensional separated flows is one of the most intri-

cate problems in classical fluid mechanics. In many cases, complicated struc-

tures develop upon which unsteady effects may be superimposed. Theoretical

treatment by Legendre [1], Lighthill [2] among others and recently by Hor-

nung and Perry [3) and Dallmann [4] is based on local solutions on the sur-

face or in planes of symmetry. The extension to the adjoining spatial flow

field is inferred there from-more by asymptotic arguments or even by intui-

tion rather than by unequivocal analysis. Hence, there is a need for

extensive experimental support.

Peake and Tobak [5] have revealed a series of typical features for a sepa-

rated flows by reviewing available experimental evidence and by visualizing

the skin-friction field on a hemisphere cylinder at incidence in supersonic

flow, but their separation concept [6] does not include all the features

found by Wang [7], Hornung [8] and Dallmann [4], [9). As only the case of

open separation (Wang [7]) seems to be sufficiently described, above all by

the extensive experiments on a prolate spheroid of Meier et al. [10], 111),
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further experiments are needed which, by a systematic variation of the

related flow parameters reveal as much as possible of the whole band-width of

possible structures.

With experiments on a hemisphere cylinder and on a rectangular wing an

attempt has been made to supplement experimental data by varying systemat-

ically Reynolds number, Mach number and angle of incidence in laminar, tran-

sitional and turbulent flow. For providing qualitative data flow field and

unsteady pressure measurements are performed on the rectangular wing at high

incidence.

In the following a survey on some of the results is given. For details the

reports of Bippes and Turk [121, [13] may be referred to.

2. DESCRIPTION OF THE EXPERIMENTS

For the systematic parametric study a hemisphere cylinder is used (Fig,1).

The skin-friction fields are visualized with the aid of the oil film tech-

*- . nique in a low-speed and a high-speed wind tunnel. The adjoining spatial

. - flow field is displayed by a special wet surface coating method applicable in

stable laminar water tunnel flow.

In order to study the fully turbulent case in the wind tunnels, either the

turbulence level of the oncoming flow is increased or the boundary layer is

tripped.

Qualitative data are obtained by time averaging flow field measurements and

unsteady pressure measurements on a rectangular wing with an aspect ratio of

3.1 in a low speed wind tunnel (Fig. 2).
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3. SKIN FRICTION PATTERNS

3. 1 Incompressible Laminar Flow

A typical skin-friction pattern developing on the leeside of a hemispher '

cylinder in stable laminar flow, where transition to turbulence takes place

only sufficiently downstream of separation is shown in F . Although the

resolution of surface patterns visualized in water is rather poor it is

established that the skin-friction lines exhibit structural features with

saddle-node combinations as in fully turbulent flows, i.e. if transition

takes place upstream of separation.

This result is also important for laboratory tests because it means that

structures, developing in the turbulent case, may possibly be studied in

small facilities and in water, favourable for visualization techniques.

3.2 Incompressible Transitional Flow

In these experiments the transitional flow range is meant to be the range in

which transition takes place immediately after separation. In this case a

bubble type of separation occurs, which has essentially the features of

two-dimensional bubbles with apparently undefinable three-dimensional quan-

titative features (Fig. 41. It may be similar to the three-dimensional
"standing eddy" defined by Maskell [141.

As it is shown in Fig. 4a such bubbles originate on the nose and in a slightly

modified form on the flanks as well. In the oil flow patterns this bubble

type of separation manifests itself in the sense that the skin-friction lines

retain their direction across the bubble. This is in contradiction to the

general understanding of three-dimensional separation lines along which

skin-friction lines run closely together.

If transition to turbulence takes place before separation this bubble type of

separation disappears on the flanks (Fig. 4b) as well as on the nose

(Fig. 5a), whereas the ordinary three-dimensional separation seems hardly

affected.
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3.3 Incompressible Turbulent Flow

As mentioned in Sect. 2 for studying turbulent separation the turbulence lev-

el in the oncoming flow must be increased by a screen or by tripping device

has to be applied. In the first case only the open separation as defined by

Wang [7) is observed (Fig. 5a) whereas in the second case "owl-face" type

patterns originate (Fig. 5b). These patterns are structurally the same as

. those found on the rectangular wing (Fig. 6), although the two models are of

quite different geometry.

3.4 Compressible Transitional Flow

In the high-speed wind tunnel used for our tests in compressible range Rey-

nolds numbers are such that on the nose transitional separation occurs.

Hence, separation bubbles arise in the high speed wind tunnel tests at Mach

numbers of 0.6 (Fig. 7a). Single turbulent streaks shift the separation line

downstream and produce typical three-dimensional patterns.

At higher Mach numbers separation is shock induced. In this case again sepa-

ration patterns of the owl-face type develop as in incompressible turbulent

flow (Fig. 7b), but with different topological structure (see also Sect. 4).

3.5 Compressible Turbulent Flow

If transition is forced by a tripping deice upstream of the shock, sepa-

ration originates further downstream. The separation pattern again is of an

owl-face type. Fig._8 reveals that there exist at least two topologically

different forms. Within a certain range of the flow parameters both forms

seem to be structurally stable in the sens of Dallmann [9].

0I0
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4. DISCUSSION OF THE TOPOLOGICAL STRUCTURES IDENTIFIED IN THE
TESTS

Among the manifold of .:eparation patterns visualized in our tests by system-

atically varying the flow parameters certain familitrs can be distinguished.

The different forms within such families develop from a basic structure by

successive splitting of saddles and nodes into saddle-node-saddle and

node-saddle-node combinations, respectively. This is illustrated by the

example given in Fi&. 9 and by the pertinent schematics in Fig. 10. It should

be remarked, however, that in Fig. 9c in addition an open separation of

Wang's type develops.

In our tests on the hemisphere cylinder three basic structures are estab-

lished (Figs. 11 and 12). Wang's open type of separation (Fig. 5a) is seen as

an iolated case with separation lines not originating in a saddle point.

It should be noted that the basic structures in Fig. 11 and 12 are defined

here as the most simple structures of one of the families visualized in our

tests on the hemisphere, cylinder. A definition of general validity, however,

must be derived from an analysis as given e.g. by Dallmann [4], [9]. Dallmann

introduced the notation "elementary structures" and indeed it can be shown

that all the skin-friction patterns visualized in our experiments are com-

posed of Dallmann's elementary structures.

5. THE SPATIAL SEPARATED FLOW FIELD

In order to obtain information about the spatial topological structure of the

three-dimensional separated flow on the hemisphere cylinder we resorted to

low Reynolds number water tunnel flows in which transition takes place only

sufficiently downstream of separation. Fig. 13 displays the flow in a side

view. The related skin-friction pattern is of an owl-face type. In this pho-

tograph stream surface.s close to the free sheets of dividing stream surface

bifurcations (see Hornung and Perry [3]) become visible because the dye ema-

nates from the surface only along the separation lines or from points of

separation. It appears that the vorticity concentrates around different

axes. Two of them originate in the spiral nodes, two others from some
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location in the separated region from where they extend downstream

(Fig. 14a). The free sheet of dividing stream surface bifurcation, a layer of

high shear, becomes unstable with respect to a rolling-up process with axis

essentially in the crosswise direction (Fig. 14b). Due to the interference

with the outer flow an unsteady motion is caused. It is suggested that the

resulting structure may look like that sketched in Fig. 14c. - While compar-

ing Fig. 13 and Fig. 14c it must be taken into account that with our wet

surface coating method a streak line pattern and not an instantaneous flow

pattern is visualized.

6. QUANTITATIVE STUDY OF THE SEPARATED FLOW ON A RECTANGULAR

WING

For the quantitative study of the spatial structure of a three-dimensional

separated flow field a rectangular wing was chosen. Fig. 15 shows the sec-

tion al stream lines calculated from time averaged velocity field measure-

merits. In a stream surface parallel to the suction side of the wing the

structure of the sectional stream lines (Fig. Ia) is similar to the related

surface pattern in Fig. 6. The cross-section, Fig. 15b exhibits vortex

structures with axes, coming out of the plane. In the plane of symmetry,

., kvortex structures with axes into the spanwise direction are formed.

Conipirioni (f Fig. 14 and 15 leads to the suggestion that the topological

st r:,t.ire of th, :,par.ated flow on the wing between the trailing edge vortic-

e.s is ,imi ar to that visualized on the hemisphere cylinder in the low

keynilds niumber f lo% . The vortex structures in Fig. 14a and Fig. 15a and b as

wel a. i.i;','e ini Fig. 14)b and i5G, correspond to one another.

[ ;l1!t(41 1r1.'11( .1r T HiLs I in Le ) lan e of symmetry of the separated
o il dttr at ,,ly ict iOn whi(h may he superimposed on the vort ical

f e , , .,,'.,,st, ( I It h is a di.t inct periodicity (Fig. 16), with a
• ( Iti h r! , .sed 1,1 th us LI ness o, dh separated I lo , of about 0 .25.
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2 20 ~f (1/5) 200

Fig. 16: Frequency spectrum from pressure measurements in the three-

dimensional separated flow on a rectangular wing.

21.50, Re 2.1 x 106
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ttu"C2;:Cfl strearn s t c e

0,0

ig. 14: Sketch ol thtm spatial structure of the flow visualized in Fig. 13

;0 Vortex filaiments of the steady motion

b) Roll i ng-lip o)(f the f ree shiet o f t he d iv id ing s treanisur fac e
hi furcat ion

c) St ruc tutre of the resuiltant motion
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0I

Fig. 13: Separated flow on the hemisphere cylinder in stable laminar
flow (water tunnel test), (t = 280, Re = 5 x 103

11) At the beginning of the test, SV = steady vortex motion

b) After part of the dye is carried away from the surface,
UV = unsteady vortex motion

c) Most of the dye is carried away, V = axis of the resul-
tant vortex motion 114
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S 2

Na

S S2

Fi g. 12: Schemat ics of the hisi c st ruCturts 111i Fi g. I1 (thle openl

sepa-1ra t innl i n Fig. 1 2b and c i s not t ransf erred to the

Schema t i cs)
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Fig. 11: Basic structures identified on the hemisphere cylinder

* .a) ot = 100, Ma = 0.8, Re = 2.1 x 10 (transitional flow)

b) u. 15', Ma = 0.7, Re = 1.9 x 106 (with tripped boundary layer)

rx = '33.5', Ma 0 (.6, Re =1.7 x 10" (with tripped boundary layer)
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a)

N 3+ S2

b)

open separation

6 N
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Fig. 9: Expansion from a basic structure by successive splitting of
saddles in saddle-node-saddle combinations.

0 Ma = 0.8, Re = 2.1 x 10'

a) Basic st ructtire, i= 100

* h~) Split ting iof t he dlownst ream saddl11e point , (x 20'

c ) splitting of the I rount saiddl1e p(oint , =x 33.5'
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* Fig. 7: Separation patterns in compressible transitional flow

a) with bubble type of separation. at = 33.503tMa 0.7,

Re = 1.9 X 106

b) with separation induced by shock.

ci=33.50, Ma =0.7, Re =1.9 x 106
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kok

Fig. 5: Separation patterns in incompressible transitional flow if
turbulence is forced

a) by increased turbulence level

b) by boundary layer tripping
= 30', Re = 6 x 105

Fig. 6: Separation pattern on the suction side of a rectangular wing

(top view). x = 21.50, Re = 2.1 x 106
107
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Fig. 3: Separation pattern on the leeside surface of the hemisphere

cylinder (top view) in stable laminar water tunnel flow.

a = 280, Re = 5 x 101.

S = saddle point, N = spiral node, SL = separation line

B A jkS2

Fig. 4: Separation patterns in the case of natural transition in the

low speed wind tunnel

oblique view B = separation bubble

/S = 3-D separation lines
windward side S = separation bubble

I = cross flow instabilities

a) a = 250, Re = 3 x 10', Ma = 0.09

b) c = 25', Re = 6 x 10', Ma = 0.09
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transition strip

Fig. I: Ske tch of t he herni sphe re cv I inder in the wind tunnel

"KI

Fig. 2: Rectangulair wing inI the low-speed wind tunnel of the DFVLR
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AXISYMMETRIC LUFF-BODY DRAG REDUCTION THROUGH GEOMETRICAL MODIFICATIONS
F. G. Howard, and W. L. Goodman
NASA Langley Research Center

Hampton, Virginia 23665

ABSTRACT

The effect of shoulder radiusing and grooving (longitudinally or
circumferentially) the afterbodies of bluff bodies to reduce the base drag at
low speeds is discussed. Shoulder radii as large as 2.75 body diameters are
examined. Reynolds number (Re ) based on body diameter varied from 20,000 to
200,000. Results indicate that increasing the shoulder radius to 2.75 body
diameters can reduce the drag levels to those of a streamline body having 67
percent greater fineness ratio. For the relatively sharp shoulder case, body
drag reductions as large as 50% are obtained using circumferential or
longitudinal grooves.

INTRODUCTION

For performance and energy conservation, it is desirable to reduce the
hase drag of bluff bodies such as bombs, bullets, automobiles, trucks, buses,
planetary-entry shapes and the upswept fuselage of some military cargo
aircraft. In recent years, as a result of dwindling petroleum resources,
incredsed emphasis has been focused upon drag reduction research for all forms
of transportation. The drag on the aforementioned bodies is dominated by base
or afterbody flow-separation effects (i.e., form or pressure drag). Estimates
indicate that a 40 percent reduction in automobile aerodynamic drag would
result in an increase in fuel economy the order of 16 percent. gy definition,
bluff bodies have low fineness ratio (order of 3 or less). It is possible, by
moving the maximum body thickness far forward and using a gradual afterbody
closure, to eliminate most flow separation and thereby obtain low drag
coefficients even for such low fineness ratios. However, this approach
typical ly do- , n,.t provide sufficient volume for oassengers, cargo, and motive
power when the lrongth is restricted. Therefore, ground transportation bodies
are typically triincated rather sharply resulting in large form drag.

Two non-passive ('powered) techniques that have been successful in
redi-cing flow separation in axisymmetric or fully tlre-dimensional cases are
hlowinj mnaMs' addition) and suction (mass removal). - Recently, Howard et al
investi(jate( hi effectiv,,ness of afterbody modifications on base
s r ition, he ,cti fi,ation, reported herein, included (1) shoulder
rd i i s n( (j 1 'rclmf,,rfnt ial r-',taugul ar grooves in the shoulder region, and
(3) Fu)l r 1)rnt;i di nal V-grooves cit though the shoulder.

:)hvl, Ir adulius iny

, ,'mIum ,n- ,cI confi nilr't ;urn for a 'l; body is a shape such !hat the
a!er r<ni', at. t , . n ,no ntr surface of the afterbody. Such

, " fi ratio' i-t ce "stroa,'v n ' uoly shown in Fiqure 1(a). This body
, ti , gradua: tfrl,. i (_ , " and a radliu of ! /0 =  1.0 at the

r oIder f o inri i. ,, . *, ' I,, ie effepcts tha would separate the
, n r" 1 ,rvr rd -,l - lrm ; clos-ru. Ie h(suc st.In sore, prac{ , ar,' .v ,. rradml i fterbodv closure (such as that

* -2.. - . . -'... - - . . . . _ . . . - .. .. . . . • -



for the st reamli ine body of the present study results in excessive vhicl P
length; theref ore a more rapid closure of the body is required (Figure
I(b)). To first order the parameter which governs flow separation is the
history and magnitude of the longitudinal adverse pressure gradient
(dp/dx) for a given set of flow conditions. If the shoulder radius (Rs/9) )f
a highly truncated aftorhody is zero, the pres,:ure or.idient would
theoretically ht. nearly infinite. One obvious way v) reduce the pressure
gradient agd,,thus to retard the separation is a w,,d i-known approach, shoul er
radiusing. -- As the shoulder radius is made larg,,r, !:he pressure gradie2,T,
hecomes less severe and the flow remains attached I',-ther around the shoulaopr
region. This, of course, reduces the base drag ani, thus the total drag (see
Figure 2 where the bluff afterbody shoulder radius (Rs/I) varied from 0.0 to
2.15). The figure also shows that for a given radius the flow remains
attached over a greater distance as Reynolds number (Re ) increases. For
coirparison the drag on the streamline body (fireness raio 5.0) is also
chown in Figure 2.

Flow visualization indicates that the boundary layer on the afterhody
with R /D = 0.) separates immediately at the shoulder and does not reattach on
th, afderhndy. For Rs/n ; 2.5, the base drag appears to approach a limiting
valje and at the high er ReD the afterbody with R /0 = 2.75 (and large closure
angle of 30") has approximately the same C leve4 as the streamline body.
This favorable influence of afterhody shoulder radiusing was expected since

* previously-documented research had indicated that shoulder radiusing ga an
effective method for reducing base drag of axisymmetric bluff bodies. The
effects of shoulder radiusing shown in Figure 2 are directly related to the
mitigation of hody adverse pressure gradients. The pressure gradient at the
shoulder is inversely proportional to shoulder radius; as the shoulder radius
is increased, the pressure gradient that drives the boundary layer towards
separation is reduced.

Circumferential Grooves

The concept of using transverse surface grooves f8r1 yelaying separation
in diffusers evidently orginated in the Soviet Union. - References 12-13
also indicate, that grooves are effective in controlling separation.

In the present paper, the number of open grooves on the circumferentailly
grooved afterbodies (see for example Figure 1 (c)) were varied by filling
selected grooves with dental plaster. The influence of circumferential
qroovrs on the drag nf a Rs/0 = 0.0 afterbody is shown in figure 3. The data
indicated that grooves located at or downstream of the shoulder (i.e., grooves
5-1?) had no drarl-reduction effect on the afterhody base drag: however, as the
groovPs ahead of the shoulder are opened, a reduction in drag occurs at lower
Pe0  The beneficial -ffect of the upstream grooves reaches an asymptonic
le vel around the first or second groove. Fiqures 4 & 5 present the drag data
for circumferentially-grooved afterhodies having a shoulder radius of Rs /D
o.h. The downstream ' ide of the first groove coincided with the upstream

0 tanyncv point rf the, shoulder radius. Also g;roo(ve 13 roughly corresponds to
the, mon t,tnren cy ,oInt of the shoulder radius. Figure 4 shows the
rodi tiens- in draq ohtained hy opening successive grooves downstream of the
first 'anqpncy point. As the second tangency point is approached, the drag'
apor(ch,, a d!i1,tt 1i imit for a given Ren. It should he notPd that the
fir t three groove, s actual1y increase the drag ove r certain RfD ranges. Tht,

Sthinefic ail effect of the, grooves on separation is not sufficient to overcorie
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the drag penalty of the grooves.
Figure 5 examines the influence of the grooves near the first tangency

point when the downstream grooves are opened. The data for grooves 7-13
indicate that drag reductions can be obtained with the first open groove
located downstream of the first tangency point. As the first open groove
approaches the first tangency point, drag reduction is obtained at lower
values of Re0 . As Re1 is increased the houndary layer becomes thinner and
remains attached further around the shoulder bet-)re separating. It is near
this separation point where the grooves should evidently be placed.

Flow-visualizaton photographs for the grooved and ungrooved afterbodies
with Rs/D of 0.5 are shown in Figure 6 for ReD '- 50 x 103 . The ungrooved
afterbody configuration in Figure 6(a) indicat s no turning of the
streamlines, boundary-layer, separation just downstream of the first tangency
point, and no flow reattachment on the afterhody. This large region of
afterhody separation corresponds to the high drag levels shown in Figure 4 and
S for the ungrooved afterboly with R /D =0.5. Figture 6(b) shows that grooves
placed between the tangency points o the shoulder radius turn the
streamlines, move the separation point downstream, ond greatly decrease the
regions of afterbody base separation.

Although all flow visualization results are not shown here, indications
are that the dominant effect of the circumferential grooves is to trade the
large region of separated flow over the ungrooved afterbody for smaller
regions of separated flow that occur in the individual grooves e.g. by
replacing the usual "no slip" noundary condition by a series of stable
(imbedded) shear layers. For each cavity the flow reattaches on the fin
separating the two grooves. Refure the boundary layer is able to thicken,
separate, and for" a large base separation region, the second groove or cavity
is encountered.

Lungitudinal V-Grooves

Examples of 1rr(m rdyction which can be acheived by use of four
longittidinal V qroove, - cit through the bluff afterbody shoulder region
(see Figuro V(.)) art, shown for Ps/D - 0.0 and Rs/D = 0.5 in Figure 7, where a
comparison is made with previously discussed transverse (circumferential)
grooves.

The mechanism which is believed to cause this reduction is illustrated by
comparing cross sectional smoke patterns for a longitudinal station near the
ap(,x of the conical base (soe Figs. 8(a) and (h)). These flow visualization
data indicated that the smoke lines continue to he bowed outward as they pass
the apex of the cmnoth (ungrooved) aftprbody. However, a very noticeable
differpnce occ,irs when grooves are employed. Figure 8(h) shows that the smoke
lines are dravn inward in the reqion of the grooves suggesting that the flow
remains atachd in the grnoves. Firthermore, the residual separated flow
rp'qions on the, (jroov-,d rodei (Fi l. 8(h)I) are of conr',idorahle smaller extent
thiv the. crrrsporiii,; pi n- haped sections on thc ,'i01,th model kF ig. 'I(a)).

0 Thoo v:'>;i l riz tion r--h5 - '', st the f( llowiif, firiq reduction inechar icm:
th, h.Ltt mrq (if he ,ro o Ves (ViwHi-i hegin up l, i arl )t the ;:hoilder) h,-i i i-r h
C:',1l i-,r ffto rhf ,/ ' V r'e , gle, ()A 0 ) th, , nh hal in' ' o' the -fter:oly
(Th0)°) the tI nJ in 1--. roo,irn.-I :horofore ro.ikains atta,> d and l)robahl)

v t , , Hji-rtor- liJ., p r, i;ni-ti r) Iir thr rPmli mi l j, fully three-

I p1, tr~if , 11prrt Itv A~. , Itemrhy. closure anilef

,if . yr * ,' , K 1 ,iv , t !,)rii 'Ollral '1-qroov so , additional
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cI usure inil es of 45, 60, and 0) degrees were i nvestigated with R /I va ryin(,
froiw ().) t) 1.5. The 7-)rooves ,eneral ly redice drag for all combinations of
:losire tn(_los and shr),ilder radi us when the r osiire angle of the groove
(K ) was 11.4". As,, 'Ira,; was decreased slightly for Rs/D = 0.0 as ;t was

in.reased from J,': t, q(Jo for hoth the grooved and the ungrooved case. Thi
effect dimi ni shed as /M increased from 0.0 to 1 .1. For the ungrooved casP,
this is in iqr n ment with the well known Kammhack rinciple (i.e. only a

I i,)t effect X n drag, once separation has oc,-,red). The slight
urirease in dra, witi increase in on t he qro )v,,: ,terbod.ies is , y
irt i ally ,hie () Lhe decrease in the remaini ng (inyroove portion) axiaiy
)r,)jo,'td hasP surf ace area.

CONCLUDING REMARKS

Too e tftect iv noes of shoulder radiusing and grooving (circumferentially
I n l o,tinal ly) tne hluff afterbody to reduce base drag was determined for

Sr,jrtj, ,I" Rpwis,, nuhers based on body di ameter (ReD ) between 20,0dU and
",) 0 . F)r Po 1(0,0) shoulder radiusing (Rs ) relative to body diai'ieter

IV = 2. was fround to reduce the body drag to levels equivalent to a
,t r Ii n o mdy navinig 67 percent greater fineness ratio. Circumferential
qr',)ves qpr,- fouind tu provide up to 50 percent drag reduction. The data
ino: ate that *o he ot ect ive the grooves must he located in the region of
1,-iro!, longjitid1inal pressure gradient. The mechanism of toe cir,.umferentia1
tirooves 3l)p a'r to ho one )f simply suhstituting several small regions of
separation (whi: - p)vide a wall slip boundary condition) for a larger
spiarated fl(ow r,qion.

iraq reductiuns the order of 33 percent were measured for configurations
having tiff afterhodi es with four longidudinal V grooves. The mechanism
apparently is associated with a) attached flow in the grooves, and h) the
ojector "pIrITpini) action of the attached groove flow on the residual (highly
thret,-0imns ional) I ,(r),rated flow regions.

A tri , wire was placed on the nose of the forebody. Although not shown
the, results indic.atp that wheather the flow is laminar or turbulent, grooves
(circumferential or origitudinal) are benificial if flow is detached over a
sufficient area r-)f the ungrooved afterbody. That is, the grooves can retard
hoth l aminar and t jrhjlent separation.
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(b) With longitudinal V-grooves.

Figure 8.- Examble of visualization data in a lateral
plane near the base apex.
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The present results were obtained in a continuation of exten-

siv investigations on bodies with noncircular cross sections

which have already been discussed within these data exchange

meetings. Such bodies became important for various payload trans-

port missions of missiles rather than for their smaller radar

signature. The objective of these studies is to get a better in-

siqht into the complex flow phenomena and to provide a useful

data base for theoretical efforts in this area. The tests were

conducted in the Mach number range M. = 0.5 to M. = 2.0, the

anqle of attack was varied between a = 0' and n = 30' and the

angle of roll between 0 ' o and 'P 45'. The mean Reynolds

6nuwber (based on calibre D) was 0.5 x 10 The models, Fig. 1,

and the test set-up were described in detail in Ref. 1. For the

pressure measurements only the model series with the square

section as basic shape was usEd. By corner rounding, it is

poss ible to out a simple transition to the circular cylinder and

,rnuc a connection to t e very detail.d experimuintal results for

i h is body. Because of its size, the model could only be equipped

with pressure taps in two sections. The selection of these sec-

t ,ns ( and ' cal i bres trm the nose apex) was based on o i

ow i(l'tIres (,eCe e f f. 1) , obtained for the sharp edged body.

, i f low patti riis r,,(-)w, depending on model length and in-

Ifle, t_,wo siqn ilicant ,eas along the body for which one has

nxict d ifferent :low fie ids. A deta i Jd interpretation of

i ]iw pat terrf on hex--4Vp, bod!jes is ven in Ref. 2 and 3.
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The following results only represent a limited selection, which

is expected to show the essential change in the flow fields at

the bodies if, as already mentioned, the cross sections are modi-

il ed from a square to a circle by rounding the corners and,

furthermore, the development of vortex systems, due to flow sepa-

ration, with increasing angle of incidence and roll at subsonic

and supersonic speeds.

_'fore discussing the pressure distributions it seems necessary

o provi~ic an impression of the flow separation and the develop-

rent of the vortex systems by simplified topological represen-

tations in the cross flow plane for the various bodies.

i(o. 2 shows the flow field and the pressure distribution for

section I of the square body at a Mach number of 0.5 and an

incidence of 200. Primary separations occur at the bottom edges

like on a sharp-edoed flat plate. The flow reattaches at the

sid(,s of the body in half-saddle points. In the space between the

points of separation end reattachment a first pair of strong

vortices can develope. The flow component directed leeward from

the point of reattachment separates at the top edges and rolls

tp to a suction side vortex pair. The intensity of vortices on

thoi suction side is weaker because the main part of the vo -icity

i:; fed into the side vortices. The streamwise points of reattach-

moint, or half saddles, lie on lines of reattachment originating

from the windward edges and terminating at the leeward edges on

tho sides of the body. The inclination of these lines with re-

spooc to tfho body axis depends on the ang le of attack. Where the

r,,Ittacinient II n( 01 , h c: the upper ed(es Cf- the body, the vortex

pa ir (in ti suuL ion side will be strengthened by the feeding

eeL,, whil, the inLcnsitL, of the vortex pair on the sides be-

cor -s :;ma 1l1(r. (;(ection 2 is rer)resentativ for this part of the

b()dy. Ti(, flow field in this section is shown in Fig. 3. One

;ou lid noti(:, the, di fforence in the pressure distribution in

(r i son to soction 1. The essont i. af (eator of a hex-typc boo ,

in cowparison with a circular body are th(, two pairs of vortices
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Pressure Distribution

F Fig. 6 Cross -Flow Topology for Section 1, M 00 0. 5, a'20 0

(.P:50  300  ~ p45'

*Fig. 7 Development of Cross -Vlow Topology on a B~ody with a Square Section
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Pressure Distribution

Fig. 4 Cross -Flow Topology for Section 1, Mm= 0. 5, a =20 0

000

Fig. 5 Cross-Flow Topology for Section 1, M 0. 5, a=200
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F~~ ~ ~ ~ ig Cross-Flo ToooyfrScin1 '. 5,a2

Pressure Distribution

00

F Fi. 3 Cross-Flow Topology for Section 2, M 0.5, a 200
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*standing of the comples flow phenomena on such bodies, enhance

the data base, and incite theoretical activities.
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distribution for t- Iew circular cyli nder is still symmietrical, it

becomes asymmet-rica] for the rounded box shapes. For section 2,

Pi(i. I, thesc asvmme'trical distributions lie on the opposite

sici., an effecct, which is known from circular cylinders only

aL hi;her angles of attack. In addition, the Reynolds numbers

cf these' tests already: are in the range of critical values for

the cli-ider in cross flow. Flows with sec-ndary separations

have shown to be extremely sensitive in this range, see Ref. 4.

In Liei. 10 to Fiq. 14, the pressure distributions for different

ro ~in;i es a-e shown. With the explantations already given the

,osifiuns of the primary vortex systems may be found by the

iduced suction pleaks. Force measurements have shown extreme side

force,; at t ru aiigi of nearly 30' which is reflected by the

pr-essure distributions, see Fig. 12.

The results at supersonic speeds are compared with those at sub-

sonic speeds for the same angles of attack and roll, see Fig. 16

to Fig. 20. As is known, the strength of vortices will diminish

with increasing compressibility. High suction peaks on the bodies,

like they occur at subsonic speeds will not appear at supersonic

speeds. The large forces in the bodies are mainly due to opposite

fields of compressions and expansions. For small angles of in-

cidence ( 10' ), when cross flow velocities do not reach cri-

ttcal values, the pressure distributions for sub- and supersonic

.;peeds are lar(jely similar. At higher angles of attack (at nearly

u') when the cross flow velocities become supersonic, the flow

field is bounded by shocks and becomes more stable than at sub-

sonic speeds and for symmetric flow conditions no asymmetrical

pressure distributions appear. So it seems that numerical methods,

se, }ef . , in mode]]in{ the flow phenomena for noncircular bo-

iie.;, will be more successful at supersonic than at subsonic

( i cj ties.

V'ior:, an extensive study on bodies with noncircular cross sections,

;;tlectcd results in the form of pressure distributions were

prtsented. It is hoped that they will contribute to the under-
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which, depending on the angle of incidence and the length of the

body, may reach equal strength. In practical aerodynamics con-

siderable problems may occur when such bodies are equipped with

winos or controls.

When the edges are rounded from the square section to the circle,

the flow on the windward side will first try to follow the sur-

fac, contour and the points of primary separation, depending on

(,:urvature, will move leeward on the vertical sides, while the

n)oints of reattachment will move downward (see Fig. 4). Flow

;(-eparation and vortex development on the sides of the body will

dirninish with increasing radius of curvature as indicated in

* Fici. 5. The leeside vortices become dominant until one finally

reaches the limiting case of the circular cylinder with its well

known flow structure (see Fig. 6). It must be mentioned again

". that only the main flow features are being pointed out, while

secundary effects have been omitted in the representations for the

sake of clarity.

i'orce measurements have indicated that on sharp edged bodies in

,vir~met c flow the side forces may be of the order of the normal

)rces. The process of rolling is topologically represented in

I ig. 7. (Secondary vortices have not been included.) Symmetric

'luw conditions for ) 0' are characterized by two pairs of

,rimarv vortices, while, when rolling the body into the other

,,n~t ric position, %0 - 45", the flow must go to one pair of pri-

: rana': vortices. At the intermediate roll angles, one of the oppo-

siL( -v.ertice:; weakens, while the other strengthens. Normally,

hep rcess of' rolling and the chu','je in the primary vortex

:tr;ct ire is a v(,ry complex ouie, as flow visualizations show, and

the t rans ition I rom one stif-L into the other, wiich is conside-
i.nf]i ',,nced h-! .ieconda-y effect, ts not unilorm along the

. i. .,:; t . [ '; re di:; riut ions on the iod ] series for

(,-t ,; I at a Mic ii Ju l 'I rjf 0. and] thi e anqics of attack. it

*: ret, iceh I that it an iniidence of if', whc re the pressure
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MACH 3 THREE-DIMENSIONAL BOUNDARY LAYER TURBULENCE

TRANSPORT PROPERTIES ON A SPHERICALLY BLUNT CONE

BY

DONALD W. AUSHERMAN

WILLIAM J. YANTA

NAVAL SURFACE WEAPONS CENTER
WHITE OAK, SILVER SPRING, MARYLAND, USA 20910

ABSTRACT

Three-dimensionaL boundary layer measurements were carried out on a

7-degree semi-vertex angle conical body configuration for angles-of-
attack of 00, 20, and 4 in the NSWC Supersonic Tunnel Number Two.
Tests were conducted at a freestream Mach number of 3 for a nominal
freestream Reynolds number of 2.3 x 10 6 /ft (7.5 x 10 6 /m) on a cone
with a nominal 22% spherically blunt nose. Measurements of the
three mean velocity components, turbulence intensities, and Reynolds
stresses were obtained at various circumferential locations around
the body for one axial station using a 3-D Laser Doppler Velocimeter
(LDV) system. In addition, surface Preston probe and static
pressure measurements were obtained at five axial stations along
the body. The effects of angle-of-attack and model roll position
on the three-dimensional mean velocities, boundary layer turbulence
properties, and surface parameters are discussed herein.
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NOMENCLATURE

A = speed of sound
CP, Cp = pressure coefficient (Equation 1)
D = model base diameter
d = Preston Probe diameter
K = Prandtl's constant=0.4

9u = U U =mixing length

[ o 'w - 1/2
zww I2W -  W ] =mixing length

n = exponent of power law relation
P = Static pressure

q= magnitude of 3-D velocity vector
T = temperature 1/
UT = friction velocity=(Ts/Ps) 2

U, V, W = mean velocity components (in X, Y, Z
direction)

u', v1, w= components of turbulent velocity fluctu-
at ions

X, Y, Z system of rectangular physical coor-
dinates (X paralLel to model surface,
Y normal to surface, Z tangential to
surface)

X' = distance from model nose measured along
model centerline

A, ALPHA = model angle of attack
AP = differential pressure between Preston

probe's Pitot and static
= boundary layer thickness
= incompressibLe boundary layer displace-

ment thickness (Fquation 2)

.u = eddy viscosity= u  O

Ew = eddy viscosity= w  dy

1S6



NOMENCLATURE (CONT'D)

= model circumferential angle measured
from windward ray

p = gas density

T x  = nondimensional Reynolds stress -pu'v'/T s

Ty = nondimensional Reynolds stress -pu'w'/T s

Tz = nondimensional Reynolds stress -pv'w'/Ts

T = wall shear stress measured with Preston

probe

Subscripts:

e Boundary layer edge

s wall value
cfreestream
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INTRODUCTION

In order to accurately predict the aero/tner'modynamic performance of
reentry vehicles or tactical missiLes fLying at an angle-of-attack,
a thorough knowledge of the three-dimensional boundary Layer
development on such configurations must be obtained. Unfortunately,
the exact computation of a 3-D compressible, turbulent boundary
Layer wiLl probably not occur for some years because of itatons
on computer speed, memory storage, and numericaL techn,i,-es. Ar
additional limitation is the accuracy of the turbuLerc, ' ,eLs now
available.

if the generalized Navier-Stokes equations are to Le u,,!,'  to ,redict

turbulent flowfields about various configurations, it becomes necessary

to make simplifying assumptions about the stress tensor. One such

simplification is to time average these equations so that the diffi-

culty of describing every possible discrete turbulent motion can be

avoided.1  This time averaging results in more unknowns than governing

equations. These extra unknowns are then represented by physically

plausible quantities which are modeled as constants or empirical func-

tions. These modeled quantities are precisely the required turbulence

models.

The objective of this wind tunnel test series was to provide a data
base for use in conjunction with computer codes which will predict
the flowfield over a conical body configuration at small angles-of-
attacK. Data were obtained to gain an understanding of the effects
of angle-of-attack and model roll position on the aerodynamics of
the flowfield over a conical body configuration. The three-dimen-
sional mean velocity, turbulence intensity, and Reynolds stress
profiles and the surface skin friction and static pressure distri-
bution data were obtained to provide a comparison with predictions
from 3-D computer codes.

EXPERIMENTAL APPROACH

These experiments were conducted in the Naval Surface Weapons Center
(NSWC). Supersonic Tunnel Number Two at a freestream Mach number
I-f 3 for a suppL/ pressure of one atmosphere and a nominal supply
temperature of 560°R (311 0 K). The model used for these tests,
chown in Figure 1, was a 70 hatf-angle cone with a 22% spherically
bLunt rose. The model had a base diameter of 5.94 inches (15.08cm)
and a sharp cone Lenoth o" 24.2 inches (61.41cm).

in or or t'. _nire j ft;. y tr'bu ent boundary layer at the model
Mrna r.jmon t s t ions, i tr ring was used on it e moddeI nosetip to
art i i all x rir, th soundary Lj,, for all runs in this test
"e r . Thf fri,, W, ircrtuL r sta r cless steeL band with a thick-
r) C 35 lncn (h J . 89:.') and a 4idth oU O. ?2 inch (0. 572cm).
T. , .. 0.25K. .:r ( . 14 2 cm) diamecer stain I- s steel s;,heres

r - . , to "n n:. TU s-heres were c curmferentiat Ly
It ,..le .5 e .r other, but the two rows were

-.'.. .. . . . -



staggered so that the effective circumferential spacing of the
spheres was 3.750. The leading edge of the trip ring was an axial
distance of 3.5 inches (8.9cm) from the model nose and the trip was
affixed to the model with epoxy.

The model was instrumented with Preston probes at five axial
stations along the body. The most rearward station was approxi-
mateLy 1.375 inches (3.493cm), measured along the model surface,
from the model base and each subsequent station was spaced an
additional 2.50 inches (6.35cm) from the preceding station. The
stations were numbered 1 through 5, starting with the most forwara
and ending with the most aft model location, respectively. Only
one station was instrumented at a given time so that there would be
no interference effects from upstream probes. A schematic of the
Preston probe instrumentation is shown in Figure 2. Instrumentation
consisted of the Preston probe itself (a surface impact probe), a
surface static pressure tap, and a walL thermocouple. A Preston
probe with a diameter of 0.049 inch (0.124cm) was used for these
tests.

For the Preston probe testing, the model was initially mounted in
the tunnel at 00 angle-of-attack with the probe instrumentation
installed at a particular station on the model. The tunnel was
then started and brought up to the desired supply pressure. Once
the pressure was reached, the model was rolled about its axis of
symmetry using the tunnel roll mechanism. The probe was initially
set on the windward meridian, a model roll position of 00, and was
rolled through approximately 2700 giving a continuous distribution
of surface static and Pitot pressure, differential pressure between
static and Pitot, and surface wall temperature versus model roll.
The roll was limited to approximateLy 2700 by the limits on the
ootentiometer used to provide model roll readout. After the
nrocedure was completed at 00 angle-of-attack, the model was

pitched to 20 and then 40 angle-of-attack and the procedure was
repeated at each. The model attitude was then returned to 00 and
the tunnel was shut down. The same procedure was carried out for
all five instrumentation stations.

A schematic of the 3-D LDV system used for these tests is shown in
Figure 3 and described in References 2 and 3. The system consists
of three one-dimensional LDV components used in a non-orthogonal
manner. From the known geometry of the system and the three
measured velocity components, the velocity vector can be computed.
For these particular tests, a new measurement concept described in
Reference 4 was employed. This system was capable of measuring
tne cross-flow veLocity component directly while still utilizinq
the three non-orthogonal LDV components. The Doppler frequency of
the cross-flow velocity component was obtained directly through
appropriate electronic mixing and filtering of the two other appro-
riate Doppler frequencies.

A typical LDV profile consisted of aoproximately 25 vertical survey
positions ranging from approximateLy 0.025 inch (0.064cm) to 0.8
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inch (2.03cm) vertically above the model with more points being taken
closer to the model in order to give better definition to the
boundary layer profile. The boundary layer thickness was typically
on the order of 0.2 to 0.3 inch (0.51 to 0.76cm), but additional
points were surveyed in the inviscid flowfield so that the velocity
and turbulence property profile behavior could also be checked in
that region.

The LDV system was traversed perpendicular to the centerline of the
wind tunnel rather than normal to the model surface. This introduced
an error in the measurement of the vertical distance from the model
surface. However, for the worst cast when the model was at 40 angle-
of-attack, the error in measuring Y was still less than two percent.
These measurement errors were considered to be negligible so that
the corrections were not included in the data reduction process.

Approximately 2100 samples for each of the U, V, and W velocity
components were taken at each survey location. Provisions were made
so that the three velocity components were measured from the same
particle or from different particles for which the period of time in
which all three measurements were made was short enough so that the
measurements could be considered to be instantaneous. The coinci-
dence time used for these tests was 10 microseconds.

LDV surveys were obtained for angles-of-attack of 00, 20, and 40 at
model roll positions of 00, 450, 90' and 1350 on the spherically
blunt cone configuration. Note that no LDV surveys were taken on
the leeward (1800) meridian. This was due to the fact that there
were an insufficient number of particles in the leeward flowfield
of the model at angle-of-attack to be able to make measurements in
a timely manner. The particles used to seed the flow were olive
oil particles with a mean diameter of approximately 1.5 microns.
They were generated with 9n atomization type generator which
utilized a Laskin nozzle. The generator was run at a pressure
approximately 5 psi (34.5 kPa) over the tunnel supply pressure.

The instantaneous velocity values have all been transformed into
model coordinates so that the U, V, and W velocities are the velocity
parallel to the model surface, velocity perpendicular to the model
surface, and transverse velocity component, respectively. Using the
multiple values obtained by the LDV for the instantaneous velocity
components at each survey point, the mean velocities, the turbulence
intensities, and the ReynoLds stresses were statisticalLy computed.
These boundary layer properties will be discussed in this paper.

RES ULT S

The wall shpar stress distributions were computed from the Preston
pr ur e measurements using the empirical relations described in
Refererce 6. As was mentioned previously, the wall static pressure

, Teasure(4 simultaneously with the Preston probe pressure by a
: w i revssure orifice which was located approximately 0.25 inch
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(0.64crri) ahead of the Preston probe tip. The local wall static
pressures, Ps, have been used to calculate the pressure coefficient,
Cn, distributions from the formuLa

P s - P-,"
C z 1)

p 0.7 P ,M 2

where P, and M, are the freestream pressure and Mach number ahead of
tne modeL. WaLL shear stress and pressure coefficient distributions
were obtained on the sphericaLLy bLunt cone configuration for anles-
o:-attack of 0, 20 and 40 The modeL roLL angle was varied from
00 to 2700, where 00 is the windward meridian. Figures 4 and 5 show
some of the shear stress and pressure coefficient distribution
results. Figure 4 shows the variation of these parameters at

measurement stations 2 through 5 for an angle-of-attack of 40
Both the wall shear stress and the wall pressure coefficient distri-
bution:, are nearly identical for all measurement stations. Shown in
Fi-ure 5 are the wall shear stress and pressure coefficient distri-
outions at measurement station 4 for x = 00, 20, and 40 Station 4
corresponds to an X'/D of 2.622 and is the measurement station where
LDV surveys were obtained. It can be seen that the shear stress and
s.ressure are relatively constant at ct = 00. However at angle-of-
ittack, the wall. ;hear stress and pressure coefficient are highly
iepenoent on r,,odel roll angle. The maximum magnitudes occur on the
"irjwa-.,,l side of the model and the minimums on the Leeward side.
The --ariations of the pressure coefficient distributions are more
:ronounced than the shear stresses.

LLV y,uy, were conducted at measurement Station 4 only. Runs were
, o = 0r, 2 , and 4 at model roll angles of 0 ° ,  450, 900,

,r, i 5 . Vrticat sorveys of the instantaneous velocity components
?, r ,,e and were then used to compute the mean velocities, the

,in wd-,j deviations of the velocities which are related to the
,,rbou ence iritensiti(e , and the double veLocity correlations which
,ro r- ,Lated to tho Reynolds stresses. A discussion of the mean

, resuLts now fol Lows. The velocity profiles have atl been
trr, s ormed into model coordinates so that the U, V, and W velocities
jr, tho veiocity ,,aral el to the model surface, velocity perpendi-

, r t- e m(,J(rL surfdce, and cross-flow veLocity component,
, V I n i. In addition, alL velocities have been nondimensional-

f r'> t1  r ,- rmn 'd of sound.

-.1re 6( , h 6c are the U, V, and W velocity distri-
, rt I'c of O0 (windward meridian) and angles-

-, 4 ' r the spherically blunt cone. The U
,,e wir dward meridian are shown as a function

S-j - -re 6a. It can be seen that in the boundary
,d tance away from the model surface, the

, in creasing angle-of-attack. This is an
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expected effect due to decreasing windward meridian boundary Layer
thickness with increasing angle-of-attack. Even though the magni-
tudes of the turbulence quantities indicate windward meridian
boundary layer thicknesses in the range of 0.16 to 0.24 inch (0.41
to 0.61cm), the U velocity component continues to increase well into
the inviscid region of the flowfield. However, at still larger
distances from the model surface, the U velocity becomes nearly
constant with increasing vertical distances from the model. The
normal component, V velocity profiles for the windward meridian are
shown in Figure 6b. Here we see the large influence of the inviscid
portion of the flowfield on this component. It canalso be seen that the
value of the normal velocity does not approach zero near the model
surface as is expected. It should be pointed out that experimentally,
the V component is more difficult to measure accurately. The value
of V/A at the wall is only 0.02 which corresponds to a velocity of
approximately 15 ft/sec (4.57 m/sec), less than one percent of the
freestream velocity. The cross-flow, W, velocity profiles are shown
in Figure 6c. By symmetry, this velocity should be zero. It can be
seen that the maximum error in W is about 25 ft/sec (7.63 m/sec)
since A. was approximately 700 ft/sec (213.4 m/sec) for these tests.
It would appear that this small cross-flow velocity is probably due
to a slight model misalignment. When these tests were carried out,
the model was aligned with the flow by monitoring the model wall
pressure as the model was rolled about its longitudinal axis. The
model was adjusted in pitch and yaw until the trace was flat. It
was then assumed that the model was at 00 angle-of-attack. It can be
seen that the measured value of W is very low at x = 00. However,
the error in W is larger when the model is at an angle-of-attack
incicating that model misalignment will be more evident at angle-of-
attack.

The development of the flow around the circumference of the
spherically blunt cone model at angles-of-attack of 20 and 40 is
shown in Figures 7 and 8. As the model circumferential position is
increased from 00 (windward meridian) toward 1800 (leeward), the U
veLocity decreases for a survey position at the same vertical
distance from the model surface. This is an expected effect due to
thickening of the boundary layer from the windward to leeward
meridian. Also, the U component undergoes a larger change on the
Leeward half of the model. The V component of velocity is highly
dependent on the circumferential position on the model at least
around to a circumferential angle of 1350. This is true at angles-
of-attack of 20 and 40. As expected, the W component reaches its
maximum magnitude at a circumferential position of 90 °  Here the
maximum value for W/A,: is approximately 0.3 at a = 40. It can be
sen that the W profi les for roll angles of 450 and 1350 differ
s: grtL/ due to the effect of boundary layer thickening.

As was :reviously s;tate' , the turbulence quantities were sta-
ti til.' Ly computed from the -Ltiple instantaneous velocity measure-
-" rt5. A discussion (c' these turbulence quantity measurements now

1sD Lows. ALL turbulen e r r .t h ve beer, n-ondimens iona . ,zea.
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4. The Reynolds stresses exhibited a variety of
trends. The T x stress exhibited the usual
trends of 2-D data. The magnitudes of the
Ty stress were surprisingly large, approaching
one-half of the values of the T x stress for
some cases. The T z  stress was relatively small
as compared to the other stress components.

5. The streamwise eddy viscosity, Eu, was found
to be highly dependent upon roll angle and
angle-of-attack. This dependency upon cc and

will have to be modeled accurately when eddy
viscosities are to be used in 3-D computations.

6. The slopes of the ku mixing length distributions
appear to approach Prandtl's value of K = 0.4
in the near wall region. In the mid-portion of
the boundary layer, the mixing lengths were
found to be dependent on both cL and 4.

7. The ratio of ew/:u appears to have vaLues which
are primarily Less than 0.75 indicating that
isotropy of the eddy viscosities is probably
not a good computational assumption for this
test case. Further tests would need to be run
to determine a more exact value forE w/Eu -
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in two experimental programs which investigated the effects of nose

shape, Mach number, angle-of-attack, and roll angle on conical body

flowfields. Additional description of the model geometries, test

procedures, and results can be found in Reference 7 and References
14 through 16. p

CONCLUSIONS

Three-dimcnsional boundary layer measurements were carried out on a j
70 semi-vertex angle conical body with a 22% spherically blunt nose

at Mach 3 for angles-of-attack of 00, 2c, and 40. The 3-D mean
velocities, turbulence intensities, and Reynolds stresses were
measured at various body circumferential locations using an LDV

system. Other measurements included wall shear stress and wall

static pressure distributions. From examining the results, the
followinq conclusions were reached:

1. At angLe-of-attack, the wall shear stress and
surface pressure are highly dependent on model

roll angle. Maximum magnitudes occur on the

windward meridian of the model and minimums on

the leeward meridian.

2. Inviscid flowfield velocity gradients are super-
imposed on the boundary layer velocities. The

U velocity component continues to increase in
magnitude well into the inviscid region of the

flowfield. Also, the V velocity profiles are
greatly influenced in the inviscid flowfield by
these gradients. These inviscid flowfield

velocity gradients also made it difficult to
evaluate the boundary layer thickness and in-

compressible displacement thickness by normal

procedures.

3. Angle-of-attack and roll angle have various

effects on the three turbulence intensity com-
ponents. The u' streamwise intensities were
similar to those of 2-D data and were un-

affected by either model transverse position
or angle-of-attack. On the windward side of
the model, the v' vertical component was

relatively constant across the boundary layer

and was unaffected by transverse position or angle-
of-attack. However, for = 1350, v' increases
and then decreases with increasing distance from

the model surface. In general, the magnitudes

of the w' component are largest on the windward
meridian and reach a minimum for 4 450 The

magnitudes then increase again towards q = 1800
The w' intensities are relatively insensitive

to changing angle-of-attack.
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exhibit negative values. Although this is not physically plausible,
,- the data are shown as computed. To avoid numerical problems of

taking the square root of negative numbers, the various mixing
lengths were computed by the following definitions:

- u , and zw wW? (6)

I'-

Shown in Figures 13a, 13b, and 13c are the distributions of the
mixing length ku/ 6 . Also plotted is a Line with a slope which
corresponds to Prandtl's value of K = 0.4. The slopes of all of
the distributions appear to approach values close to 0.4 in the

near wall region. The mixing Length appears to have some dependence

on angle-of-attack and roll angle at least in the middle portion
of the boundary layer. However, it is difficult to ascertain what
the effects of angle-of-attack or roll angle are on the slopes
near the waLl.

The cross-flow eddy viscosity, Ew" distributions as determined from
Tz and aW/)Y are shown in Figures 14a and 14b. The scatter in this
data is rather severe. However, it appears that the trend of the
cross-fLow eddy viscosity is to increase with increasing distance
from the model wall to about the middle of the boundary layer and
then to decrease with increasing Y/6 beyond that point for both 20
and 40 angle-of-attack.

One of the most common simplifying assumptions which is made in the
computation of 3-D viscous flows is isotropy of the eddy viscosities.
That is that the cross-flow component of eddy viscosity, Ew, is
equal to the streamwise component, Eu. A series of experiments at
the NLR 1 2 showed that considerable changes could occur in the

turbulence structure of three-dimensional boundary Layers from the
structure in 2-D flows. In Reference 13, Cebeci and Meier found
that significant inaccuracies in the predicted flowfield parameters
could occur when computational methods which assumed an isotropic
eddy viscosity were used. Shown in Figures 15a and 15b are the
distributions of the ratio of the cross-flow eddy viscosity com-
ponent to streamwise eddy viscosity component, Ew/Eu, at = 20 and

40 .  From this data it can be seen that for both 20 and 40 angle-of-
attack, Ew/Eu is probably less than 1. Instead, the values for

(w/6u appear to primarily be less than 0.75. Thus isotropy of the
eddy viscosity is probably not a good assumption to make when
r-rf rming computations for' this case.0

As was mentioned in the Introduction, the objective of these experi-
ments was to provide i data base which extends the current unler-
standing of three-dimensional viscous and inviscid flows about
conical bodies. It should be pointed out that the experimental data
presented in this paper is a small portion of a data base obtained
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of the -cy stress in the circumferential direction which is used in
computations and the variation is small for this case. However, if
the full Navier-Stokes equations were computed, it would be necessary
to include a model of this stress term.

The Tz stress is of great interest to both the experimentalist
and the computatiotalists. However, because of a lack of experimental
data, it has been necessary to make various assumptions about the
magnitude and the trends of this stress when employing numericaL
solvers such as the parabolized Navier-Stokes equations to compute
3-D compressible turbulent flows. The data presented in this paper
show that the magnitude of the T z  stress is small for these experi-

ments. However, this is not surprising since the maximum angle-of-
attack for these tests was only 40 and the resulting cross-flow
velocity had a maximum value of approximately 10% of the freestream
velocity. This relatively small velocity resulted in the occurrence

of a large amount of scatter in the T Z  measurements. Interpretation
of the behavior of T z  is difficult because of its dependence on model
circumferential position when at angle-of-attack. A more meaningful
interpretation of these stresses is obtained when they are used to
corp Dute the eddy viscosity and the mixing length which are important
parameters used in current algebraic modeling of the turbulence shear
term.

Two different techniques were used to compute the derivatives cf
U and W with respect to Y. These derivatives are necessary for
calculating the eddy viscosity and mixing length values from the
shear stresses. The U velocity profiles were curve fit with a
series of overlapping curve fits of seven consecutive points usino a
least squares polynomial for each segment of the profile. The
derivative at the desired point was computed from the polynomial.
Tne W veLocity profiles were fit with single curves rather than a

series of overlapping curve fits. Entire W velocity profiles were
curve fit with series of least squares polynomial fits of various
degrees from two to eight. These polynomial fits were then plotted

along with the corresponding W velocity profile. The polynomial
which best fit the inner half of the W velocity profile was chosen
and was differentiated and used to compute values for the derivatives

cit all profile points.

Shown in Figures 12a, 12b, and 12c are the nondimensionalized
eddy viscosity Eu/U6 , profiles for 00, 20, and 40 angle-of-attack,
respectively. These eddy viscosities were computed from the T X  shear
stress and U/oY. At 4= 00, the maximum value of Gu/U, '* is nearly
equal to the value of 0.0168 which is used in the algebraic model
developed by Cebeci and Smith11  for 2-D flows. However, it is obvious
from Figures 12b and 12c that the eddy viscosity is highly dependent
on model anaie-of-at tack and roll position as well as on vertical
position in the boundary layer. Thus, modeling of the eddy viscosity
requires a functional dependence on angle-of-attack, roll angle, and
height in the Ooundary layer. It should be pointed out that because

(f experimental scatter and inflections in the velocity profiles and
shear stresses, the eddy viscosities and mixing lengths do occasionally
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measured, some assumptions were made to determine the Local density
distributions. Since the flow in the boundary layer is adiabatic,
then the Local energy equation can be written in the form

T T s ) U T sT = T - + T- (4)

Te Te Ue Te

Assuming the static pressure to be constant across the boundary layer,
the local density can be determined. It has also been assumed that
the local velocity can be written as

q = (U 2 + V+ W2)' (U2 = U (5)

For the present experiments, the multiple records for each of
the individual velocity components were used to generate individual
histograms for each component. These histograms were inspected
individually and upper and lower data limits were chosen to eliminate
spurious data points. This was preferred to the usual method of
rejecting data outside of a certain number of standard deviations
from the mean. Neither the mean results or the turbulence results
were corrected for velocity or sampling bias.

Shown in Figures 10a through 10i are the turbulence intensities
u, v', and w' for all measured combinations of angle-of-attack and
model roll. The RMS values of u', v, andw'have been nondimensionalized

by the factor (p/is)4/UT. In general, it appears that angle-of-attack
and model circumferential angle have little effect on the longitudinal
component u'. This turbulence intensity component decreases with
increasing distance from the model surface. On the windward side of
the model, the v' component distribution appears to be relatively
constant across the boundary Layer and also appears to be insensitive
to angle-of-attack and roll position. However at a circumferential
position of 1350, the v' component increases and then decreases with
increasing distance from the model surface. Also, the magnitude of
v' is Larger at *i = 40 than at cx = 20. The w' component exhibits a
slightly different behavior. In general, the magnitudes are largest
at = 00 and reach a minimum for =  450. The magnitudes then
increase again with increasing roll angle. At a roll position of
1350 the magnitude is approximately equal to the magnitude at = 00.
It is also interesting to note that for a given roll position, the w'
component magnitudes are approximately equal for a = 20 and 40.

Shown in Figures 1ia through l i are the tnrce nondimensional
ReynoLds stresses Ix, Ey,andz.The data are shown for all measured

conditions. The general trend of Tx is quite similar to that for
exnerimental data from 2-D fLowsfr I U  The magnitudes of the Ty stress
a;proach one-half of the values of the t x stress for some angle-of-
attack and roLl combinations. In general, this stress term is
nergqlected when computations are being made because it is the gradient
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One of the important parameters needed to nor ici mensionaLi z,.
many of the turbuLence quantities is the boundary Layer thickness, ,.
The normal procedure for determining 6 is to choose a vaLue where U
is equal to some specified percentage (99%, 99.5%, etc.) of the
constant inviscid veLocity at the edge of the boundary Layer.
However for these fLowfieLds, there never, is a constant inviscid fLow
veLocity because the U veLocities continue to increase, due to the
gradient in the inviscid region of the fLowfieLd. Instead, the
,Jehavior of the u' turbuLence intensity profiLes was examined to
determine boundary Layer thickness. The turbuLence intensities do
aporoach a constant vaLue near the boundary Layer edge and in generaL,
a vaLue for " was chosen where u' was 10 ft/sec (3.05 m/sec) greater
than its constant inviscid fLowfieLd vaLue. The vaLue of 10 ft/sec
(3.05 r/sec) was chosen because it is approximateLy 0.005 of the edge
ji, ocity and it was feLt that using this technique to choose 6 was
comparabLe to choosing 6 where U is equaL to 0.995 of the inviscia
f~owfieLd veLocity for the case where the inviscid fLowfieLd veLocity
ii constant. The vaLues for the boundary Layer thickness that were
uje-ermined for the bLunt cone using this technique are shown in
F gure 9 as a function of circumferentiaL angLe and angLe-of-attack.
:ri:r e Is a distinct increase in boundary Layer thickness as one
o:roceeds from the windward ( = 0O) towards the Leeward ( = 1800)

m!_eridian. This change becomes more obvious with increasing angLe-of-
a 1 t r

Another parameter of importance is the "incompressibLe" boundary
ayer dispLacement thickness, 6-*, which is required to evaLuate eddy

vi s:osity models. 65'* is defined by the equation

* 1 -)dY (2)

e normaL procedure for evaLuating the incompressibLe boundary Layer
)isr <acement thickness is to fit a power Law profiLe to the U/Ue
versus Y/' curve. By Letting tha veLocity profiLe be represented by

,)ower Law profi Le, U/Ue = (Y/6) , it can be shown that

1 (3)

n + 1

i,,.re r ; the ex.onpnt of the power Law fit. For this particuLar

, st series, tho sur)erifm o.i tion of the inviscid f LowfieLd veLocity
'ra, nien in the boundary l.ayer veLocity makes this approach for

C L; t ' r' It20r1L)tna ,. Previous Pxperiments on a sharp cone 7

r- ave s, owr that .h I renos for the circumferentiaL variation of ,

q,, it, simi l,1r to tio-e ;f ,' and that the aporoximate ratio of
" t " was 1/8. T ,s, "*/, has been specified to equaL 0.125 in

nt ier nar, e t ir wh ich is necessary for turbuLence modeLing is
the local ,;a, desity. Since neither temoerature nqr density were
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JOSEPHl C. DONALDSON AND LEO .. SILER

I\RVIN/CALSPAN FIELD SERVICES, INC., ,RNOLD AFS, TENN

ABSTRACT

Tho stability ci the laminar boundary layer on a 7--degree half angle cune
It . 8 was exp(,ri,,e'-tally investigated using hot-wire anemometry
technicus. The principle iMstability of the hypersonic boundary layer was
associated with second mode disturbances. The frequency of the most amplified
disturbances was directly related to the boundary layer thickness. Small
nosetip bluntness was found to make significant changes, compared to a sharp
cone, in the stability characteristics of the boundary layer. A nosetip

* bluntness of 3- of the base radius was found to gamp disturbances of all
frequcncies to a local Reynolds number of 5.1XlO . The region of the cone
frustum where the -ntropy layer was being swallowed by the boundary layer was
found to be stablr and the location of the critical Reynolds number coincided
approximately with the location where the entropy layer was swallowed. Once
the critical Reynolds number was exceeded, the disturbance amplification rates
steadily increased and soon became larger than the amplification rates obtained
in the boundary layrr of the sharp cone. For the cone with 3% nosetip
bluntress, disturbances were amplified up to frequencies of approximately 600
kHz (diuher than th, sharp cone boundary layer) and there were no regions of
stable frequencies, as found in the sharp cone boundary layer. Further
incredses in thp size of the nosetip produced additional changes in the
staoility characteristics of the frustum boundary layer. It was discovered
that ]lcrgc amplitude disturbances existed outside the boundary layer, in the
entropy layer, indicating the existence of an inviscid instability. As the
enrtrop, layer was swallowed by the boundary layer these disturbances entered
the houndary layer and proceeded to grow rapidly. It is speculated that the
iargc amplitude disturbarces feeding into the boundary layer may force the
*:,cundary layer disturbances to grow in an otherwise stable boundary layer.

Nomen c I a tu re

,; Dis rL-cerms amplitude (arbitrrrv units)FDiniensionless frequency (21rf/u e Re ee/FT )

f Frequency, Hz

f ach yumher
(Re)
Reynolds number

Lu Reynrlds number based upon conditins at the edge of the
bourndary layer and surface distance fron the nosetip
[U Nosetip rrlius, in.
Surface lerqth, in.
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y Distance normal to the model surface
*iAmplification rate 1 a A

2A 2
VBoundary-layer thickness, in.
A Wavelength of disturbance

Subscripts
e Boundary layer edge conditions
0Free Stream

Discussion

Fig. 1 shows the fluctuation spectra at the location of peak energy in the
boundary layer in a pictorial format to illustrate the growth of disturbances
in a laminar boundary layer. A unique feature of the hypersonic boundary layer
is that it is very selective in the disturbance frequencies which are most
amplified. Large disturbances were found to grow in the frequency range from
about 70 to 150 kHz. These fluctuations have been identified (by comparison
with Mack's theoretical results) as second mode disturbances. It can also be
observed that higher frequency disturbances develop as the boundary layer
grows. These disturbances are believed to be a first harmonic. Even though
the boundary layer disturbances had grown to a relatively large amplitude by
the end of the model, the boundary layer still had the mean flow
characteristics of a laminar boundary layer.

Fig. 2 contains the same data as shown in Fig. 1, but to better illustrate
the frequency of the disturbances spectral data from several stations have been
overlayed. The first and second mode fluctuations are merged. The first mode
corresponds to the lower frequency fluctuations which show an increase in
amplitude, without any special selectivity in frequency of the disturbances
which are amplified. These disturbances are similar to the Tollmien-
Schlichting instability of incompressible flow. The second and higher modes
are unique to compressible, high Mach number flows. The large increase in
fluctuation amplitude in the frequency range of about 70 to 150 kHz are second
mode waves. The stability theory of Mack predicted that the second mode would
be the predominant instability at M.=8 and these data confirm that prediction.
The fluctuations which show a peak in the frequency range from about 175 to 200
kliz are believed to be a first harmonic of the second mode.

Fig. 3 is a pictorial view showing the spectral density variations through
the boundary layer. Thesc data were obtained at t~e last measuring station (37
inches) where the local Reynolds number was 4.4X10 . Fig. 3a is a view from
outside the boundary layer, looking in. The second mode disturbances were
found to extend well beyond the defined boundary layer edge. Fig. 3b contains
the saime data as Fig. 3a, but now the view is from the surface, looking out.
It can be spen that the disturbnces did not grow in the inner half of the
bounilnry, layer and remained essentially at the noise level of the flow.

FiQ. 4 i-1 the resulting stability diagram for a sharp cone, with a
boundary layer edge Mach number of 6.8 and an equilibrium wall temperature.
The multiple unstable regions of a hypersonic boundary layer are designated Ov
the sh,!ded areas. These region, represent frequency and Reynolds number
:crnditions where disturbances are amplified. The unshaded areas correspond to
conditions where disturboce, are damrpcd. The boundaries of the shaded areas
arO neutral sfability cnr;ditioi- where the amplification rate is zero. The
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cashe(I neutral stability lines at the higher frequercit- dencte an approxiwate
determination since the disturbances were small ,nd the conditions hdd to be
estimated.

Fig. 5 shows in pictorial format the fluctuaLion spectra at the location
of peak energy in the n( ;rdary layer for the cone with a 0.15 inch noseti i
radius. Initially, disturbances of all frequencis were damped. The sharp
cone, at correspording local Reynolds numbers, showed a steady growlh of
oisT.urhI.nces. The major peak in the fluctuation sp-ctra nevelopinq near *r:

rear portion of the model was believed to he second mode disturbances (basr
upor: an estimation cf disturbance wave length and utilizing the sharp cor,
results). Unlike the sharp cone results, disturbaices of very high frequencice
were amplified.

The high frequency disturbances in the sharp econe boundary layer were
folnd to have wave lengths which were directly related to the boundary laycr
thickiess, with the second mode fluctuations having a wave length approximarelv
twice the oundary layer thickness. The wave length of the first major peak in
Th. Iluctuatiol spectra shown in Fig. 5 was estimated in the same manner as the

hrp cene data, by assuming that the wave velocity was the same as the
boundary layer edge velocity. The results are shown in Fia. 6, along ,ith the
sharp cCne results. For both nosetip configurations the disturbance wave
length was related to the boundary layer thickness in a consistent manner,
il ,r~c with a weak d,-pen nence upon local Reynolds number. These sharp cone
disturbances had been iaentified as second mode disturbances, based upon a
aompdjrison with Mack's theoretical results. The similarity of these RN,- ('.
incr data led to the belief that these disturbances were also second mode
disturbarcsS.

Fiy. 7 compar,-, imwximum amplification rates associated with second mnde
di ' b,nces far th,- cone with sharp and R = 0.15 inch nosetips. As mentioned

Ir'evi)usly, this 3 blurit. nosetip completeyy stabilized the laminar boundary
layer to local Reynolds numbers corresponding approximately to transition on a
sharp cone. Once the diqturhances started to amplify in the boundary layer oIf
the cone with 3 t, nosetip bluntness, the amplication rates steadily incroased
-rd surpassed the maximum rates obtained for the sharp cone.

Fia. 8 is the resuitiiag stability diagram for the cone with a nosetip
Yohiun of 0.1b inches. [he shaded area represents the frequency and Reynolds
number conditions where disturbances are amplified. The unshaded areas
corre.sDond to conditiunn, where disturbances are damped. The boundary of the
sha(dn aIrea reoresentc ,eutral stability conditions where the amplification
rate is zero. The dashed neutral stability lines at the higher frequencies
dpnote -in appreximae detormination since the disturbances were small and the
c'ridi tions h-,(d to ha ehinated.
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BOUNDARY-LAYER TRANSITION ON

BLUNT SLENDER CONES AT MACH 10

Jacques A. F. Hill

Rita L. Bell

Naval Surface Weapons Center

Silver Spring, Maryland 20910

(This is a preliminary report on work in progress.)
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BACKGROUND

Investigations of the effects of nose blunting on the location of boundary-

layer transition on slender cones at supersonic or hypersonic speeds go back 25

years. For some time it was thought that the movement of the transition point

was simply due to the reduction in local Reynolds number associated with the loss

in total pressure through the bow shock. More recently, as in Reference 1, it

has been shown that variations in the local transition Reynolds number also occur

on a blunt cone and that both these effects must be taken into account in

explaining the observed movement of transition along the cone frustum.

In Reference 1, Stetson has identified two flow regimes which he dis-

tinguishes on the basis of the nature of the rise in heat transfer through tran-

sition. With reference to Figure 1, he calls the behavior in (a) normal tran-

ition and the behavior in (b) transition dominated by nosetip instabilities.

For "smooth" nosetips he suggests that the boundary between the two regimes

occurs when the value of the momentum-thickness Reynolds number at the sonic

point on the nose, Re*, is about 100. He then chooses to look almost exclusively

at data for Re* < 100, citing problems with asymmetry and lack of repeatability

for Re* > 100.

Most of the previous investigations of boun,1,I:ry-1,',,er transition on blunt

cones do not distinguish between these reqimes. Some years ago Hill (Reference 2)

correlated a number of sets of data as shown in Fiure 2, Usinq the Reynolds

number behind the shock as the scaling parameter. ,ithin the admittedly large
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scatter, all the data fell in a smooth bandfor values of Re* extending to bothe

sides of Re* = 100. All of Stetson's recent data, restricted to Re* < 100, agreese e
well with the earlier data. In terms of the parameter used, the data for Ree >

100 blends smoothly into the data for lower Reynolds numbers.

So far, the discussion has been about data for zero angle of attack. Many

investigations of angle-of-attack effects have been published, from which we

select Holden's data (Reference 3) for illustration. Figure 3 shows the tran-

sition patterns observed for ci 3 deg. on cones with two different bluntness

ratios. In one case transition has moved forward on the leeward ray and in the

other case it has moved aft. Both patterns of behavior have been observed clse-

where but the transition between them has not been associated with any value of

any particular flow parameter.

PRESENT INVESTIGATION

The present investigation was carried out as a demonstration test for the

development of a new capability in Hypervelocity Tunnel 9 at NSWC. The objective

f this development effort was to raise the Reynolds number at Mach 10 from about

1 6 65 x 106 per foot to 20 x 10 per foot. This was done so that naturally turbulent

boundary layers (i.e. without tripping) could be obtained on R/V models. Thus ar

investigation of boundary layer transition was an appropriate choice for the

demonstration test.

Figure 4 shows the layout of the model and instrumentation. There were

three noses, with nose radii as shown. Heat-transfer measurements were used to

locate transition and the coaxial thermocouples were used to measure the heat-

transfer rates. Transient data were taken during pitch sweeps from -5 deg. to
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+5 deg., yielding Stanton number variations with angle of attack as shown in

Figure 5 for two stations opposite each other on the top and bottom of the model.

PRELIMINARY RESULTS

Preliminary results illustrating two transition regimes as identified by

Stetson are shown in Figure 6. The heat transfer rise is steep at the low

Reynolds number and gradual at the high Reynolds number. When the data from the

present tests (for zero angle of attack) are plotted as in Figure 2 they fall into

two groups, as shown in Figure 7. The data for the lower Reynolds numbers,

exhibiting a sharp rise in heat transfer, falls on the curve labeled I and the

data for high Reynolds numbers, exhibiting a gradual rise in heat transfer, falls

on the curve labeled 2.

For one run at a value of ReN' s % 3.4 x 10
5 two points are shown; one on each

curve. They have beenderived from Stanton number plots like the one shown in

Figure 8, where the rise from laminar to turbulent values occurs in two steps.

The first step produces the point shown on curve 2 and the second step the one

shown on curve 1. corresponding to "normal" transition as labeled by Stetson. At

this Reynolds number the cther transition mechanism (postulated by Stetson to be

associated with inisLi 1 in the flow over the noserip) is lust beiinning to

affect the f I t1 r -) tne smal1 early rise in heat transfer but is not

a tronwj erourjh to I, ,ct r ion to fully turbulent flow. At higher Reynolds

nu iber it do in to_ t,', o afni' ion process as shown in tre lower half of Figure 6.

Tin d t i t 7 , iowi f t" -oi)o rI .iq~ Pey, ica we a rs

Siqure . ,e- thu ,0 n,-lt errS i.,v i ousl1, observud t)\ Holden but now we

,r: dssociat, tei ii , d rh j(e 4:1 the chhracer a te .r nsn i tiori pro.e, .
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exhibit similar behavior.) Stetson's observation that the high-Reynolds number

data is asymmetrical is not borne out by the data shown here.

PRELIMINARY DISCUSSION

It seems that two different kinds of phenomena can play a role in boundary-

layer transition on sphere-cones. In Figure 7 the crossover from one to the

other occurs at a value of nose Reynolds number

Re N,s = PSVmRN / s % 3.4 x 105

where Ps = density at the stagnation point

V V = limiting velocity

RN = nose radius

Ps = viscosity at the stagnation point

This value of Re N,s corresponds to a unique value of momentum-thickness

Reynolds number at the sonic point on the nose, in this case Ree ; 70, somewhat
*e

lower than Stetson's value of Ree % 100.

The crossover point between the two transition regimes may also be related

to a particular stage in the entropy-layer swallowing process on the cone.

Figure 10 illustrates the entropy-layer swallowing process for this model at

a = 0, based on calculations performed with the GE Three Dimensional Viscous Code

(reference 4). The similarity parameter used for the abscissa collapses the

calculations over the full range of nose radii and Reynolds numbers onto a single

curve. This curve describes the decay of boundary-layer-edge entropy from the

initial normal-shock value towards the free-stream value. At the point where the

transition data switches between the two curves in Figure 7, we have
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Re %3.4 x 105

N,S

S/RN % 35 (mean value)
N

so that (S/RN ) (ReN)3 % 0.5
N N,S

This value is indicated in Figure 10 and is located roughly at the beginning of

the steep portion of the decay curve. It may be that transition is triggered

differently where the entropy layer is being rapidly swallowed than where

swallowing has hardly begun.

Note that the distinction between the two kinds of behavior may also be made

on the basis of bluntness. For cones with S max/RN < 25, only the high-Reynolds

number regime should be expected, and the transition front at incidence will look

like the lower graph in Figure 9.

COMPARISON WITH FLIGHT DATA

Reference 5 presents a large number of measurements of boundary-layer tran-

sition on R/V's during reentry. For comparison with wind tunnel data we have

selected a subset of these measurements so as to minimize the effects of blowing

due to ablation. These are the vehicles with graphite noses and beryllium frusta.

The characteristic Reynolds number used in Reference 5 was

Res P eeU eS e

evaluated at X 2RN back of the stagna'ion point. At the wind tunnel test con-

ditions,

Re 0.32 Re
s N,S

and the wind tunnel data may simply be expressed in terms of the flight test

parameter. This has been done in Figure 11, where, except for two flight points
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at the highest Reynolds number, the agreement between flight and ground tests is

remarkably good. To speculate again, one possible interpretation of these data

is that only "normal" transition (curve 1 in Figure 7 and 11) is seen in flight

* and that early transition (curve 2 in Figure 7 and 11) occurs only in wind tunnels.
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Figure 16 illustrates the possible heating scenarios that could occur during

a wind tunnel run. Figure 17 shows a schematic of the internal model hardware.

The model shell was fabricated of aluminum with a steel nosetip. To prevent the

flow of heat from the stagnation point into the balance, a ceramic insulator was

placed between the junction of the model shell and the balance. A beryllium-

copper shield surrounded the balance and absorbed heat from gas flowing into the

model base cavity as well as heat which would radiate from the model's inner

surface. Another ceramic insulator was seated between the sting and the

beryllium-copper shell. To prevent heat flow up the sting originating from the

"hot spot" produced by bow shock impingement, the sting was manufactured with an

outer protective sleeve. A .005 inch air gap between the sleeve and the sting

insulated the sting from any heat flow. Base plates were also added to the

model to further reduce sting-base effects as well as increase thermal pro-

tection ror the balance. Figure 18 is a photograph of all the model hardware.

Wind tunnel tests were conducted to insure that no balance heating would

occur during testing. A dummy balance shown in figure 19 was manufactured with

similar dimensions as the actual balance, and thermocouples were placed at the

gage sections. The model hardware, dummy balance, and the dogleg sting were

mounted in the tunnel and pitched from 45 - 90 degrees at supply pressure of 380

and 100 pNia. There was no chdrge in the balance temperature during either run

indicating thot the balance had adequate thermal protection.

-i iC F. TY VERIFICAi(O T7%'

1 1 ow i Vj (.ne tunnel cal ior r ions at the new extended operating condi 0ion,)

i t or verificatio test- were conducted on a six-incn sphere-cone model.



MODEL AND STING DESIGN a

Traditionally, Tunnel 9 tests are conducted with full-scale models with tne

intent of simulating the highest Reynolds number possible. For high altitude

testing, it is highly desirable to use subscale models in order to decrease the

simulated flight Reynolds number. Decreasing model size, however,makes accurate

force and moment measurements more difficult. Very small subscale models (less

than I foot length) had never been tested in Tunnel 9 before so special atten-

tion had to be paid in the design of the model and sting hardware. Furthermore,

angles-of-attack greater than 50 degrees had not been tested which equally com-

plicated the design.

Because the Tunnel 9 pitch mechanism allows for a maximum sweep of 50

degrees, two separate pitch sweeps were required to obtain data for the full

0 - 90 degree angle of attack range. Figure 14 shows a picture of the straight

sting which allowed a pitch sweep from 0 - 45 degrees, and figure 15 illustrates

the dogleg sting that allowed a sweep from 45 - 90 degrees. The sting to model

base diameter ratio for both stings was .3 and the distance to the nearest sting

diameter increase was five base diameters. These dimensions were based on sug-

gestions found in reference 8 to minimize sting interference effects.

A miniature semiconductor strain gage balance was used to measure static

forces and moments. From balance calibrations the accuracy was determined to

he .(;O1 lbs. in pitch and yaw. Because the model was to be pitched to 90

degrees angle-of-attack, and run times would be approximately 20 seconds,

sin~i~icnt heat transfer to the model sting assembly would occur during testing.

Therefore, special model hardware had to be designed.
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TUNNEL CALIBRATION

With the new Tunnel 9 operating conditions, flowfield surveys were taken to

determine flow quality. Figure 11 illustrates the test section calibration

hardware. A pitot tube and a fine-wire thermocouple were mounted on the Tunnel-9

traversing probe (see ref. 5). The probe took data spanning the vertical direc-

tion from the nozzle centerline to seven inches from the nozzle wall. Also

mounted in the test section were two fixed pitot tubes, PTS and PTN, and a nine

tube pitot rake that spanned the horizontal direction (PT1 - PT9).

Figure 12 is a plot of normalized pitot pressure vs. radial distance in the

test section for a supply pressure of 380 psi. There is very good agreement

between the fixed pitot and the traversing pitot. These measurements repeat

data documented in reference 1. Similar data were obtained at supply pressures

of 100 psi and 60 psia at two axial locations in the test cell. Uniformity

between axial locations was found to be excellent. Values for test core diameter

decreased as supply pressure decreased due to thickening of the nozzle wall

boundary layer. Figure 13 is a plot of test core diameter vs. freestream

Reynolds number. At a supply pressure of 60 psi the freestream Reynolds number

is about 50,O00/ft. The fine-wire thermocouple data were reduced using methods

in references 6 and 7. Preliminary results indicate agreement to within 10% of

the temperature measured at the nozzle throat. Further analysis of that data is

on,, . .
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the time required would cause an undesirable heat soak into the heater insulation.

Modification of hardware would be costly and complex. Another alternative con-

sidered was to operate the heater in a compression heating cycle.

Figure 7 is a pictorial description of compression heating. During normal

heater operation cold driver vessel gas enters the base of the heater at the

same pressure as the hot gas. During compression heating the cold gas enters

at a significantly higher pressure so as to compress the hot gas. The com-

pression process is accomplished in 1 to 2 seconds, is nearly isentropic, and

ruises the temperature of the hot gas by several hundred degrees, depending

on the compression ratio. Figure 8 shows a plot of heater temperature vs. time

during a compression heating run. An advantage of compression heating is that

(Jas in the horizontal elbow, which is not affected by the initial heating with

the carbon element, also increases in temperature during the compression cycle,

thereby, increasing the wall temperature of the elbow as well. Heat transfer to

the wall from the subsequent heater gas is reduced because the thermal gradient

is reduced. One problem, however, is that the elbow temperature increases and

decreases rapidly during the compression cycle causing undesirable thermal

stresses in the elbow materials. As a result, cooling of the elbow was required

during the compression. Figure 9 graphically illustrates the elb- temperature

for normal heater operation and compression heating with and without cooling.

The result of compression heating was a signficant increase in nozzle

supply temperature. Different compression ratios were tried and the optimum

was found to be 1.8. Higher compression ratios (3 and 4) were tried but because

of the large reduction in hot gas volume and the mixing of the cold and hot

gases. very short run times were observed with varying tunnel conditions.

Figure 10 illustrates the increase in supply temperature with compression heating

vs. supply pressure.
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from the top of the heater, through the horizontal elbow, and into the throat

area. The flow restrictor serves two purposes. It reduces the strength of the

rarefaction wave travelling into the heater caused by the abrupt diaphragm

rupture, and it reduces the pressure from that in the heater to the desired

tunnel supply pressure. A particle separator is located downstream of the flow

restrictor to remove any particles or diaphragm fragments that may be in the

flow. As the hot gas exits the top of the heater, cold gas enters the base of

the heater and acts as a fluid piston to drive the hot gas. Normally, the cold

gas which is stored in the driver vessels enters the heater at the same pressure

as the hot gas leaving the heater.

High Reynolds number operation of Tunnel 9 at Mach 14 begins with the

heater at 20,000 psi and 33000 F. The heater vessel and diaphragm area are

fortified with large amounts of metal to structurally withstand the severe

operating conditions. At a supply pressure of 20,000 psi, the final temperature

at the nozzle throat is slightly less (32000 F) because of small heat losses into

the surrounding metal. However, as the supply pressure decreases, the mass flow

also decreases, and the heat losses have a greater effects on the gas temperature.

Figure 6 shows a plot of nozzle supply temperature vs. supply pressure. At a

supply pressure of 100 psia, the supply temperature decreases from 3300OF in the

heater to 1250°F at the nozzle throat. Most of the heat is lost into the large

amounts of metal surrounding the elbow and diaphragm sections.

With the additional ejector stage, operation of Tunnel 9 below supply

pressures of 100 psia was now possible. However, lower pressures wotli result

in a loss of supply temperature and condensation-free flow would not be achieved.

Therefore, tunnel supply temperature would have to be increased. The crrbon

heater element could heat the gas initially to a higher temperature, however,
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Figure 4 shows a plot of sphere pressure vs. tunnel supply pressure indicating

the minimum sphere pressure for tunnel start-up. The chart shows that or

supply pressures below 100 psia the sphere pressure would have to be less

than 1 torr (.02 psia).

The vacuum sphere is evacuated by a series of four centifugal compressors

and a supersonic ejector. The compressor plant alone can pump the sphere to

aw roximately 3 torr before surging begins in the fourth compressor. The

ejector operates by allowing external atmospheric air to flow through supersonic

nozzles into a constant area mixing duct. The high-energy supersonic air

entrains the flow from the sphere at low pressure and delivers a higher total

mass flow at a higher pressure to the plant. The plant along with a single

ejector can evacuate the sphere to approximately 1 torr.

In order to get lower initial test cell pressure, a second ejector was

designed and installed between the sphere and the existing ejector (see ref. 3).

Modifications were also made to the first ejector to achieve maximum efficiency

from the two-stage system. Pump-down sequences of the two-stage ejector produced

sphere pressures of approxir- fly .25 torr (.005 psia). With this lower sphere

pressure the tunnel could now be operated at a lower supply pressure. Figure 4

indicates the tunnel could start with a supply pressure as low as 30 psia.

COMPRESSION HEATING

Figure 5 shows a diagram of the heater, diaphragm and nozzle throat sections

of Tunnel 9. Prior to a wind tunnel run, the hot pressurized gas in the heater

is separated from the low pressure test section by a series of metal diaphragms

upstream of the nozzle throat. The diaphragms are ruptured and hot gas flows
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4.OE + 05 to 2.OE + 07). Nozzle supply pressures ranged from 1000 psia to 20,000

psia corresponding to altitudes ranging from 70,000 ft to 120,000 ft at Mach 14

and from 40,000 ft to 120,000 ft at Mach 10 (fullscale). In 1982, test objec-

tives required a higher altitude simulation at Mach 14. Tuonel 9 had to be

operated at lower supply pressure thereby producing lower Reynolds numbers.

However, the existing compressor plant could not maintain a low enough sphere

pressure for tunnel start-up. A supersonic ejector was added in series with the

compressor plant which enabled the tunnel to operate at a supply pressure of

100 psia (Re/ft = 90,000).

Average run time in Tunnel 9 at Mach 14 is a function of supply pressure.

*Q For a typical high Reynolds number (4.OE + 06/ft) run, the time from diaphragm

rupture to flow breakdown is about 1.3 seconds with nearly 0.8 seconds of steady

condensation-free flow. Figure 3 graphically illustrates the timing sequence

for a Tunnel 9 run. For this operation the run time is dictated by the initial

volume of hot gas in the heater. At the lower Reynolds number (1.OE + 05),

steady condensation-free flow can last as long as 20 seconds because the mass

flow is small and the heater volume is large. In this case the run time is

limited by the sphere pressure increasing to a level where the hypersonic nozzle

expansion cannot be maintained.

TWO-STAGE EJECTOR

,lo decrea,e the Pe rmnIds number in the test cell, the tunnel wouid have

to) opertp it, i lower suW) ly pressure. The minimum supply pressure fov tunnel

',tir t-i., is (jovernewd by tnr, diffu',mr efficiency, ri, which is equal to the

rati of the vacuum sphere -ressure, Psph to the test cell pitot rressure, Po2.
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Tests on a subscale sphere-cone model pitched from 0 to 90 degrees angle-

of-attack were used to test the new tunnel capabilities. The subscale model

effectively decreased the Reynolds number simulation further through model

length scaling. Figure 1 illustrates the Reynolds number simulation for

Tunnel 9. Details of the new tunnel capability and the verification tests

are described below.

HYPERVELOCITY WIND TUNNEL 9 OPERATION

The Hypervelocity Wind Tunnel 9 is a blowdown facility that can be operated

at either Mach 10 or 14. The tunnel has a five-foot diameter test cell and uses

nitrogen as the working fluid. Generally, the operation of Tunnel 9 is as

follows. Prior to each wind tunnel run, a fixed volume of nitrogen is simul-

taneously heated and pressurized in the heater vessel. The test section and

vacuum sphere are evacuated to a low pressure and are separated from the heater

vessel by a series of metal diaphragms. When the nitrogen in the heater reaches

the proper temperature and pressure, the diaphragms are ruptured and the gas

flows out of the top of the heater and expands through the nozzle. As the hot

nitrogen exits the heater, cold gas from pressurized driver vessels is allowed

to enter the bottom of the heater. The cold gas drives the hot gas at a

constant pressure in a piston-like fashion and allows constant supply conditions

to be maintained for a relatively long period of time compared to impulse

facilities. Models can be swept through angles of attack from 0 to 50 degrees

during the steady flow period.

Traditionally, Tunnel 9 has been operated as a high mass flow, high Reynolds

number facility (Mach 14, Re/ft 4.OE + 05 to 4.OE + 06, Mach 10, Re/ft
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INTRODUCTION

In the last two decades the high altitude, high angle-of-attack aerodynamics

of reentry vehicles travelling at hypersonic speeds have been of considerable

interest to the strategic community. Accurate simulation of the high altitude

environment in a ground test facility has been difficult. At a given Mach

number, altitude simulation increases as Reynolds number decreases. In 1982,

the operation of the Mach 14 leg of the Naval Surface Weapons Center Hypervelocity

Wind Tunnel 9 was modified so that a Reynolds number as low as 90,000/ft could

be attained in the test cell (see ref. 1). The new high altitude capability

supported tests in which porous blowing models simulated asymmetric heatshield

* outgassing (see refs. 1 and 2). At this low Reynolds number the tunnel supply

pressure was 100 psia and the Mach number was 13.1.

In March, 1984 two facility modifications allowed Tunnel 9 to operate at

a lower freestream Reynolds number of 50,000/ft. First, a second supersonic

ejector was incorporated in the vacuum system to maintain a lower test section

- * pressure so that Tunnel 9 could be operated at a lower supply pressure of 60

* psia. Secondly, the tunnel heater was operated in a "compression heating"

- mode which provided for an increased tunnel supply temperature. Pressure and

temperature surveys of the flowfield were obtained and the test core was found

to maintain its uniformity at the new operating conditions.
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NOMENCLATURE

= Angle-of-attack

nI = Diffuser efficiency, Psph/Po2

Po = Tunnel supply pressure

P02  : Test section pitot pressure

Psph = Sphere pressure

P = Pitot pressure

Re/ft : Freestream Reynolds number

Re L = Reynolds number based on model
length

To  Tunnel supply temperature

XCP/L Center-of-pressure location
normalized by model length
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Three Reynolds numbers were tested and static forces arid ionents were measured.

The angle-of-attack ranged from 0 - 90 degrees. The following is a matrix of

test conditions:

RUIN Po (p.i) e/ft Mach 0X ReL (model ]efOeltl)

I 3,M) 180,000 13.: 0 - 45 9),000

2 380 180,000 13.2 45 - 90 90,000

3 100 80,000 13.0 0 - 45 40,000

4 100 80,000 13.0 45 - 90 40,000

5 60 50,000 12.9 0 - 45 25,000

60 50,000 12.9 45 - 90 25,000

Figqure 20 shows normal force coefficient vs. angle-of-attack at a supoly pressure

of 60 psia (ReL - 25,000). Data obtained for the other two conditions agreed with

* the 60 psia data within the experimental accuracy. Results (see ref. 2) for the

sa,,i configuration at ReL = 360,000 are plotted for comparison. Data obtained

at the lower Reynolds number seems to be consistent with other data at the

higher Reynolds number. Figure 21 shows normalized center-of-pressure vs.

in(le-of-attack at Re, 1 25,000. Again, results from reference 2 are plotted

(Ind appear consistent. Further data analysis is also ongoing.

SUMMARY

The capahi i ties of the NSWC lypervelocity Wind Tunnel 9 have been extended

to imu!,ie hiq(hr altitudes. A second ejector has been installed to allow

operation at a supply presure of 60 psia. Compression heatinq has been used

to increase the supply temperature. High quality flow is obtained in a larle
4

(or(, diomaieter. St. iic forces and mlollents on i suhcale model have been suc(ces-

fully mea.ured in a serie, of verification tests.

I
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qiion (o) is solved first for the m(,an flow quantities. Next the
turule, e t iold ,,udt. ions (2) are solved lor k and L usinrg the just comput,.d
mean flow quantities. The turbulent viscosity o t is related to the turbulent

kinetic energy, k and the turbulent dissipation ratr, E and is computed then
as follows:

k2

Wt = C pk (3)

This becomes the input in equation (1) which is solved for the mean flow
variables. This process is continued at each time step until steady state
results are achieved. The solution procedure of the turbulence field equa-
tions laq that of the mean flow equations by one time step. Calculations areextended up to the wall and k - c = 0 are used at the wall. In the outer far

; k ;E
field boundary, zero derivatives of k and c i.e., - - 0 are used. First

order extrapolation is usually used at the other boundaries.

IV. Results

Numerical computations have been made for transonic turbulent flow over
an axisymmetric projectile. Both the algebraic and the two-equation k-E eddy
viscosity turbulence models were used. Computed results are presented in the
form )f surface pressure plots, velocity, turbulent kinetic energy, turbulent
dissipation rate and turbulent eddy viscosity profiles. Comparison with
experimental data has been made to assess the performance of both turbulence
miode l s.

Al 1 the computed results shown are for c = 0 ° , Re = 13 x I06/m and M
0.94 and 0.97. Numerical results are compared with experimental measure-
ments 11' 12 performed for the same shape in the NASA Langley Research Center 8
foot Transonic T'ressure Tunnel.

The model geometry is shown in Figure 1. It is an artillery projectile
consisting of a secant-ogive nose, a cylindrical mid-section and a 70 conical
afterhody or boattail of half a caliber (one caliber - one diameter).

The computational grid used for the numerical computations was obtained
frori a versatile grid generation program developed by Steger et al 1 3 . This
program allows arbitrary grid point clustering thus enabling grid points to be
clustered near the body surface. The full grid is shown in Figure 2. The
computational domain extended to four model lengths in front, four model
lengths in the normal direction and four model lengths behind the projectile.
Such an extended domain is used to eliminate the possibility of any wave
reflection back on to the model. The grid consists of 78 points in the longi-
t idinal direction and 40 points in the normal direction. An expanded view of
trie trid near the model is shown in Figure 3. The dark region near th, model
surface results from clustering of grid points which are needed to resolve the
viscous boundary layer rpgion. The grid points in the normal direction were
exponentially stretched away from the surface with a minimum spacing at the
wall of .00002 ). This spacing locates at least two to three points within
tho laminar suhlayer. lusterinq in the lnnqitudinal direction was used at

2,17
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sity of findinij the outer edqje of the boundary layer. The details of the
iriuripi (di bo f(,o id in R ('ferenco 8.

B._ Two-Equat ion- Node]

The two-equat ion model used here i s Chi en' s9 k-e model which i s simil1ar
to that of Jones and Launder" 0 . To be consistent with the mean flow equa-
tions, the tujrbulent kinetic energy and dissipation rate equations have been
transformed to a body-fitted coordinate system. These equations are also
ma rc hed in ti:me to obtain a steadJy state solution. These equations can be
written in a torni similar to Equation (1),

+ + + (2)

wh ere

E FkU] 
Pk W]t i [0j] Gt i[e

r,2 f 2 4 2 "t 6

[( 24 + C2 + t +

Y n

kI - p 2R - ? 2P e ]
-~~ v2~ w2r:

Y z



0

0

H= j- pV[RC(U - Ct + R (W -0

-pVR (V - q - p/R

0

0

W(' 2 2 )u 4 (w/3)(cxu + 4yV + jzW
x  + z x yV zC

u(r + C2 + C2)V + (w/ 3 )(4xU+ cz wQy
' x y C u

2 2~ 2S 2yV + + z )w + (w/3)(4 u + y vC + w O~
2 2 + p-1~ -1 i-a2)

(2x + . + 4 )[(u/2)(u 2 + v + w ) + KPr Iy - 1) (a 4

+ (/3)(4xu + cy V + 4z w)(4 x u + C V + 4z w j
The velocities

U t +Cx u+Cy v+ zw

V = ft + xu + n yv + qzw
=nx+U + nV + z

W = t +  xu + y V + zw

represent the contravariant velocity components. Equation (1) is solved in a
time asymptotic fashion with interest only in the steady-state solution. The
numerical algorithm used is a fully implicit, approximately factored finite
difference scheme. The algorithm is first order accurate in time and fourth
order in space. Details of the assumptions and the alqorithm are included in
References 5-7. For turbulent flows, w and K consist of their molecular and
the turbulent counterparts (p t and K t).

III. Turbulence Models

A. Alqebraic Model

The alqebraic eddy viscosity model used is that developed by Baldwin and
Loinax 8 . It is a two-layer model in which an eddy viscosity is calculated for
an inner and an outer region. The inner region follows the Prandtl-Van Driest
formulation. In both the inner and outer formulations, the distribution of
vorticity is used to determine the length scales thereby avoiding the neces-
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fnt rolillctim

he cri t cal aerodyraic nenavior of projectiles occu rs in the trdrsor'-
ee, rei (iie. niis car, be drtritnuted to the complex shock structure which

, xists on the projectiles at transonic speeds. The flow field for such cases
I eo: Xex due to0 stronq viscous/inviscid and shock/boundary 1 i.yer inter-

dct 1 is. it is ddvantaeous to use the Navier-StoKes computational techniy;, e
nr, i c~n ners tnese inter actions in a fu 1 y-coupleu 2;anner. This tockrci-

; n stl Ie,- ,,se, tu predict the flow about slender bodies of revoLt i
transoric S')et S5.

rn important elemert of calculating such flows described above is the
turbulence model inq. The simplest model is the algebraic eddy viscosity
inodel. However, it cortains a large amount of empiricism that may not, in
go-eral, ne valid for co)viplex flows. Another class includes the two-equation
lolel wnich ris heen po,)ular for its less impiricism and wider applicability
to a cl. ,ss if iLoiylex tl,.io flow problems. A need exists for a general turbu-
I er.e ocel to conpT irhe transonic turbulent flows especially in the

o arqe sepirdted reqion and using such a model in a thin-layer
.,iV ,r-StoKes on li thus he an important advance. Impl icit algorithms

- ' ,:.,itaneously solve the r:ean flow equations can he extended to solve the
i' r ce. feI,(Id equations using block tridiaqonal matrix inversions. The

,:i ye w )f this )rop;osed paper is to incorporate into a thin-layer, time
,er-StKeS cole, a two-equation turbulence model which uses the

",1:0 icit i(lgorithri and generalized geometry.

11. Computational Technique

Ih. thal Invariant (or Generalized Axisymmetric) thin-layer Navier-
a i n sht at ,nS f r Peneral spatial coordinates C, n, 4 can be written as i

t is the longitadinal cooruinate

(xvz,, is the near normal coordinate

hos th . 1ime

X;! .x^PuW-7 x p

,vJ-4yp , :pvW-l 4
, ,,,, . , r 1 p I,wW+,: P

A- -L", , " - ,_
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NAVIER-STOKES COMPUTATIONS OF TRANSONIC FLOW OVER A PROJECTILE
WITH A TWO-EQUATION MODEL OF TURBULENCE

Jubaraj Sahu
U.S. Army Ballistic Research Laboratory, AMCCOM

Aberdeen Proving Ground, Maryland 21005

and

James E. Danberg
,)epartment of Mechanical and Aerospace Engineering

University of Delaware
Newark, Delaware 19711

Abstract

A thin-layer Navier-Stokes code has been used to compute the axisymmetric
tirb,,ient flow over a projectile at transonic speeds. The thin layer form of
the compressible Navier-Stokes equations is solved using a time dependent,
implicit numerical algorithm. Numerical computations have been made Using
zero-equation (algebraic) and two-equation (kinetic energy and length scale)
turbulence eddy viscosity models. The algorithm, and how the turbulence
'iodels are incorporated into it, are described. Computed results have been
obtained for a secant-ogive-cylinder-boattail shape at M = .94 and .97 using
both uodels ard are compared with experiment.
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X/D = 3.2 and 5.3, the ogive and boatti] junction respectively where appreci-
able changies in the flow variables are expected. The projectile base was
modeled as an extension of the 7.0" boattail for a distance of two calibers.
The surface line was then turned parallel to the model axis for the remainder
of the wake region. The base flow is thus modeled as an extended sting.

Results are first presented for M .94 and a = 0. The turbulence quan-

tities k and E obtained with the two-equation turbulence model are shown in
Figures 4 and 5 respectively for selected longitudinal stations. One of the
longitudinal stations selected is near the ogive-cylinder junction and the
others are located either near the boattail junction or on the boattail
itself. Note that the station X/D = 6.19 is off the physical model. It is on
the extension of the boattail and k-c model prediction is compared with that

* .- of the algebraic model at this station. Figure 4 shows the turbulence kinetic
"nerqy profiles in the law of the wall coordinate. The station X/D = 5.05 is
in front of the boattail corner and X/D = 5.36 is just after the boattail
corner. Because of the severe expansion at the boattail junction, the turbu-
lence kinetic energy is increased by a factor of two between these stations.
It then drops off on the boattail as shown by the profiles at stations X/D =

5.61 and 6.19. The humps in these profiles are believed to be the result of
the interaction of the shock and expansion waves with the turbulent boundary
layer and occur outside the edge of the boundary layer. The peaks in the k

profiles occur at y -20 although the peak is moved slightly further away
from the wall near the boattail corner i.e., between X/D = 5.05 and 5.36. As
shown in Figure 5 the turbulence dissipation rate profiles show identical
behavior for the same stations with the exception that there are no humps
present in the region outside the edge of the boundary layer. Additionally,

+
the peaks now occur closer to the wall at y - 10. This agrees with the
observed behavior of the peaks by other researchers.

* Turbulent eddy viscosities are found from k and e with the two-equation
model and algebraically using Baldwin and Lomax model. These are referenced
to the molecular viscosity p and plotted in Figures 6 and 7 for the same
longitudinal positions discussed above. Figure 6 shows the wt profiles

ohtained with the algebraic model. The profiles have rather flat peaks and go
to zero outside the boundary layer. It drops off sharply in magnitude near
the hoattail corner i.e., X/D = 5.05 to 5.36 and then rises sharply on the
hbdt'trail as seen by the profiles between X/D = 5.61 and 6.19. The algebraic
* model is based on local informat ion and such sharp increase or decrease in t

0 rosults. Thp t profiles obtained with the k-f: model on the other hand shows

(irdi:ai char;e in pt on the boattail as seen in Figure 7. The profiles have

Oiar,) r wri , sinl then fall off to valuos other than zero outside the edge of
h, o unf,: r, 1,, er. Ali. hogh i a!I , profiles drop off to practically zero,

P s n,I. d(p off Io . ; -ak v iue i ionoL o iro y with increasing rIis-
irt ru i Lh, ,ijrfacf, ind results in non-zero pt s. The mean flow gradients

tp,-,id the nound ary 1 Yer art ,lowever exc(-edingly -real' arid the p '  in no
wV1 Jivef-,t'y aff-C: ti solut i',r, o the irean flow Lrt , ities.

Figu re ,. shows the riealn vi, itu t profiles at the sallle selested stati s.
• .Pi'( 0,y profiles Jbt, ,r with :(j i tur)uence ;u)dels compare well aL X/D

2 2H

0 7



.4? and 6.19. Experinm,nta data is available at the other three stations arid
are iised for comparison with the calculations. o)th models predict almost the
_wio profile at. X/1) - r,.I) and comparison with exporiment is good. Just dCt wn-

strea1 of the boattail corner i.e., at X/D = 5.36 and 5.61, comparison of the
k-n calculations with experiment are in better agreement than the algebraic
rodel predictions. Figure 9 is a plot of the surface pressure distribution as
a function of the lonqitudinal position over the proictile. The rapid expan-
sion at the ogive and boattail Junctions is pparent. Computed results
oi,ta nen with hotn Todeis are compared with experiment and the resul ts ore 'I
g0od agreement. A small improvement of the resujlts with k-c model can be seen
on the boattail.

Results are now presented for another Mach number, M = .97 where strong
shock/boundary layer interactions occur. Fiqure 10 shows the turbulent
kinetic energy profiles at various longitudinal positions. These look similar

+

to those discussed previously for M = .94. The peak values occur at y :- 25.
k increases over the boattail corner (X/D = 5.05 to 5.36) and then decreases
over the boattail. The turbulent dissipation rate profiles are shown in
Figure 11. These profiles behave better than k profiles in the region outside
the edge of the boundary layer and drop off to small values without the
presence of any humps in the profiles in that region. As expected, the peaks

in L profiles occur closer to the wall (yt = 10) than those of the k profiles

(y' 25).

Figures 12 and 13 show the turbulent eddy viscosity profiles obtained
with the algebraic model and the k-c model respectively and are plotted in
physical y coordinate. t rises to its peak and then drops off sharply over a

very small distance from the surface. The magnitudes of p at each of these

longitudinal stations differ in both the model predictions and are clearly
shown in the next Figure 14. Figure 14 is plotted in the law of the wall
coordinate and shows the variation of w t near the wall more clearly. The pro-

files with k-n model have sharper peaks compared to those obtained with the
algebraic model. Alqehraic model predicts sharp increase (X/D = 5.61 to 6.19)
and decreases (X/D -: 5.r)5 to 5.36) in Wt whereas k-c model predicts rather
gradual chanqe since it takes into account the upstream effects. Comparison
of [J profiles at X/D u 5.36 and 5.61 is not satisfactory and comparison at
the other three stations is in qood aqreement. This kind of a disagreement is
local and may or may not have a large overall influence on the results.

Figure 15 shows the mean velocity profiles at the same longitudinal
stitions. There is very sliqht difference between the computed results
obtained with both turbulence models. Compari son of the calcul ated profiles
have been made with experimental data at X/D - 5.05, 5.36 and 5.61 and the
comparison in qeneral is in good agreement. The slight difference in the
conputed results and experimental measurements is for the X/D = 5.36 case.
This profile is only .06 calibers downstream of the boattail corner and is in
the vicinity of severe expansion. The experimental data was reduced using
static pressure measurements. The greater the distance from the wall, the
more the velocity data nay be in error. This is particul arly true just down-
strea;-i of the expansion corner where the profil e may extend through the
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expansion fan with significantly varyinq static pressures. A small error in
experimental measurements thus could account for the slight difference. The
computed and experimentdl surface pressur'- coefficient are again shown in
Figure 16 and compare favorably.

V. Suirima ry

A paper has been described in which a thin-layer Navier-Stokes computa-
tional technique has been used to compute the axisymmetric, turbulent flow
over a projectile at transonic speeds. Numerical computations have been made
at M .94 and .97 using zero-equation and two-equation turbulence eddy
viscosity models. Implicit algorithm used to solve the Navier-Stokes equa-
tions has been extended to solve the turbulence field equations for k-c model.

Computed results show the turbulent kinetic energy, dissipation rate and
turbulent eddy viscosity profiles. The velocity profiles and surface pressure
distribution have been obtained using both turbulence models and are compared
with experiment. A small improvement with the k-c model prediction is found
at M 7 .94. The comparison of predictions by both models shows generally
qood agIreement with the experimental data.
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PNS Computations for Non-Circular and Finned Rody

Confiqurations at Supersonic Vplocities

R. II. Jettmar, NSWC, Silver Spring, Md.

and

W. Kordulla, I)FVLR-AVA, Goettingen

Abstract

The Paraholized Navier-Stokes (PNS) equations are used to predict the

viscous supersonic flow field over tangent-ogive-cylinder bodies with non-

circular cross-section and finned body configurations. Current design

interests make it desirable to gain some advanced knowledge of the aerodynamic

characteristics of such bodies. Since the solution of the full, unsteady,

Reynolds-averaged Navier-Stokes equations has its limitation due to

computational resources, considerable interest exist in applying the PNS model

to obtain a viscous supersonic flow field over realistic, complex

configurations.
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Introduction

The prediction of a three-dimensional viscous supersonic flow field over

complex real configurations has been the topic of numerous research efforts

[1-71. A practical means of predicting the nonlinear viscous supersonic shock

layer on such configurations is to solve the Paraholized Navier-Stokes (PNS)

equations. These equations are of evolutionary type and are obtained from the

full, time dependent Navier-Stokes equations by (1) neglecting the un, eady

terms and the streamwise viscous diffusion terms and (2) modifying the

streamwise convection flux vector to obtain a well-posed problem that can he

marched in the downstream direction from an initial set of data. This initial

data plane is considered time accurate and the problem has a preferred

direction. The finite difference scheme used in this study was developed by

Schiff and Steger F81. Using the Ream and Warming algorithm 11 the non-

iterative implicit marching algorithm in delta form requires that the velocity

in marching direction remains positive, ruling out flow separation in marching

direction. The algorithm is approximately-factored and uses central

differences to compute the crossflow components, therefore allowing for cross

flnw separation.

In this study the PNS methodology is applied to two body configurations

of jreat interest to the aerodynamic designer, (1) bodies with non-circular

cross-section and (?) finned missiles. The results for the bodies with non-

circular cross-section are an enhancement of results presented in [7. The

approach to the finned missile configuration is a departure from the basic

computations strategy used in r61 where a "wraparound" grid is used

considering fins and body as one entity. Here the computational grid is

qenerated usinq the body only and the fin surfaces are allowed to extend into

the computational retinn, a "thin-fin" approximation as proposed in Fn. A

,n-rlip houndary condition is imposed on the fin surface.



Overview of Numerical Scheme

The steady thin-layer Paraholized Navier-Stokes equations used to solve

the viscous, supersonic flow field can be written in general non-orthogonal

cnordinates r, , < as

s + - - 1 (S

whore

= T(x) is the marching coordinate (main flow)

i, = r(x,y,z) is the circumferential coordinate

,(x,y,z) is the normal coordinate.

The inviscid flux vectors in Eq. I are

pll pV

-lpuJ+ XP puV+nxP

pvI- F PvV+ny p
Pw1 PwV+n p

+ p s (e + p)V

p
°DIIW+cx ppU

j = J -1pvt p , - pV

:)wW+, zp pw

(p + pNW e

with the contravariant velocity components

!J= t , V n  u + !- V + ) Wr u + , v - " W

x x y x 'Yy z

The convection t-'rnis of the "Thin-Layer" approximation are contained in

F term of equation 1. The right-hand term of equiation 1 containing the

viscoris terms of the "Thin-Layer" approximations is given as
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Results

Th, pre ,ent ,ipr cn,,pars results of normal forcP, axial forces and

pitchinq no),pnt for q - M ang le of attack at M = 2 with experimental

,naguremeqts performed at the DFVLR-AVA, Goettinqen [141 The ohjective of

these experiments woire to determine the aerodynamic characteristics on

rpr anna1 ir sl,'nder hdi es and the influence of rouinding the corners on thse

So.lies n normlal, axial and side forces, as well as pitcning and yawing

moments. The hodv consists of a 3-caliber ogival nose with a 5- or in-caliber

M,,indIrical afthody (Tangent-Ogive-Cylinder, TOC). The corner rounding radii

)f ho Pdqes Qf tho bodies invPstigated were 1/6 and 2/6 of the width of the

hody. These non-circular cross sections are uniform from the tip of the body

t the nase (Fiq. 1).

Wteqrating the computed pressure distribution, one obtains a value for

VP local normal forces. Figure ? shows the computed normal forces on the

circular TOC-configration for the PNS computation and an inviscid computation
Fl.yf and compares the rpsults to measurements r141 obtained at various angles

of dtrack. As seen, good! agreement for the viscous computation at x/D=13 is

ohtainpd up to a=7.30, At ,nIl.20, the error in predicting the normal force

incrpases dramatically with the length of the body. Viscous and inviscid

comp fatinn agree very closely in the region of favorable down-stream pressure

,ridient and start to deviate from each other along the cylinder portion of

the tody.

Ising the marching solution for a-5.10 obtained with the smallest values

tor snmothing and reasonahle step size in marching direction circumferential

prgsNre distribution for the four cross-section (2r/a=O, 1/3, 2/3, 1) at

various station x9 are shown in Figures 3-5. No quantitative or qualitative

cemparison can be jivPn at this time, because no pressure distributions ar,

ivailahlP to the authors, a purely intuitive judgement has to he passed on thp

p)rrormancP of the ANN model for the present results. Figure 3 shows the

cnmp, fod circimforentia1 prns'mrp distribution at. the starting plane

x/ - .PIK Fir the marching snlation. The results exhibits the expected

,hmnr . At stakinn 0'- 2.52, a station on tho oqiv,-portion of the SO'

, Y l h, rnind'a ,::rnsss-secrion exhibited again the expected pressure

,l rih , 5 inr, whil,, to sharp corner of the sqiare tros-section generates a

"-nqidnq" typically Pyhihited hy comnutational methois in the presence of
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2.4 Test program and procedure

All investigations were carried out at free-stream Mach

numbers of Ma = 1 .5 and 1.98 with corresponding
6 6Reynolds numbers oi Re = 7.8.10 and 6.5-10 The jet

exit Mach number was for all tests Ma. = 2.5, but the

rati-o of jet static exit pressure to the free-stream static

pressure p JE/p" was varied substantially from about 2

to 30. Base pressures, afterbody pressure distributions

and Schlieren flow-field photos were obtained in order to

stud':° the jet influence on the tail flow field. Angles of

incidence were varied between a = -4' and a = +8'.

All tests were performed in the following way. After flow

establishment in the wind tunnel, the pressure recording

system was set in operation and then the jet flow was

actuated for 0.15 s. This procedure allowed to get for

every pressure tap a pressure recording covering jet-off

and jet-on conditions, as shown in Fig. 6 for the base

pressure.

3. Results and discussion

First results have been reported in [9], the following is

a continuation of this earlier work.

,. 1 Jet influence on pressure distributions along

afterbodies

.1 .1 jindrical afterbody, Ma = 2.0

SchL icr'n pictures in Fig. 7a give some insight into the

F law field in the tail region of the missile with a cylin-

drical a toraody and the smallest nozzle (N3), in the pre-

, f i jet of various exit pressure ratios, pjE/pc ,

t [roe -s re an Ma:h number, Ma = 2 , incidences beina

(A 4', a nd 8''

7_7,



diameter of d 2.5 cm is installed outside the tunnel.

The connection to the missile model is made by two flexible

high pressure hoses and by two tubes running through the

strut support. The model itself is equipped with fast open-

ing valves, jet running time is about 0.15 s. In detailed

calibration tests of the jet nozzle and the jet flow it was

found that splitting of the Ludwieg tube into two separate

tubes and bending of the tubes inside the strut did not im-

pair the flow quality.

2.3 Model and instrumentation

A sketch of the missile model, including the most important

internal equipment parts, namely gas supply tubes, valve

system, secondary stagnation chamber, jet nozzle, and pres-

sure transducer installation are shown in Fig. 3. In order

to get fast response pressure measurements 12 Kulite

pressure transducers were installed in the forward part

and connected by tubes to the pressure taps. The Ludwieg

tube pressure and the secondary stagnation chamber pres-

sure were measured by additional pressure transducers. For

fast speed data recording, jet actuation, triggering of

the Schlieren photography a Digital Equipment MINC was

used,allowing a measurement and recording rate of 20 kHz.

An ogive/cylinder body with a diameter of d = 40 mm and

a length of I 1 560 mm served as basic model. The main

v,, data are summarized in Fig. 4. The tail of this model

couic be equipped with three different afterbodies (cylin-

.it lca], 5'-, l0U-conical tails) an,. three different jet

CIoz/-es tor -:.it Mach nimbers of Ma. = 2.5. Geometrical

li of th,' aft r; rles, the nozzles and the combinations

t , ,, i atc st nr a - <  i 1 'ig. 5.

• . . ,_> < l' i. . i il . -. , :"_, ,-_ -. i ill ,-.4 . . .. i . _ : _ . i _ . . - -



1. Introduction

The flow field in the tail region of a missile moving at

supersonic speeds will be strongly influenced by the pre-

sence of a propulsive jet (Fig. 1). It causes changes in the

pressure distribution, influencing drag and stability of

the missile. Therefore, it is necessary to have adequate

theoretical and experimental methods to treat these prob-

lems in the missile design phase. General understanding

and modelling of this flow interference seems adequate,

but nevertheless detailed knowledge of various effects in-

volved seems still somewhat insufficient for design pre-

dictions, without using empirical parameters [1,2,3].

Therefore, experiments and new simulation techniques are

still needed in order to improve prediction techniques.

2. Experimental set-up

2.1 Wind tunnel

The external flow past the missile was simulated in the

test-section of the High-Speed Wind Tunnel of DFVLR-AVA

Ghttingen [4]. Air is sucked in from the atmosphere, dried

and discharged through the supersonic nozzle and test sec-

tion into a large vacuum vessel. Free-stream Mach numbers

ranqe from Ma = 0.4 to 0.95 and Ma = 1.22 to 2.25;

the supersonic test section cross-sectional area is

0.71 m 0.725 m; typical tunnel running times are

10 - 20 seconds.

2.2 Jet flow simulation

In order to avoid Large high-pressure gas supply installa-

tions the Ludwieq tube principle was adopted to produce

the supersonic jet flow [5,6]. Fig. 2 shows the applica-

tion of this jet simulation method in the wind tunnel. The

!,udwieg tube with a length of L = 25 m and an internal
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List of symbols

P-P.
c pressure coefficient, c -

p p q,

c pj change in local pressure coefficient due to

jet interference, Acpj -

pJ q

d diameter, model diameter

1 model length

L length of Ludwieg tube

Ma Mach number

p pressure

C1 dynamic pressure
U "1

Re 1 Reynolds number, Re -

t time

U free-stream velocity

a angle of attack

afterbody boat-tail angle (Fig. 5)

nozzle-wall angle (Fig. 5)N
kinematic viscosity

Indices

A afterbody

B base of afterbody

E nozzle exit

J conditions with jet influence

JE jet exit condition

max maximum

n nose

N nozzle

x' lengthwise coordinate for afterbody

o stagnation condition

1 approach condition

free-stream condition

* nozzle throat
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EFFECTS OF PROPULSIVE JET ON THE FLOW FIELD IN THE

TAIL REGION OF A MISSILE IN A SUPERSONIC STREAM

G. Koppenwallner, D. Rammenzweig, W. Stahl
DFVLR Institute for Experimental Fluid Mechanics
D-3400 Gbttingen, Bunsenstrasse 10, W-Germany

Abstract

The present work concentrated on the effects of an under-

expanded supersonic jet on the external supersonic flow

past a typical missile configuration. Jet simulation in the

wind tunnel was achieved by means of a small Ludwieg tube,

which allowed jet operation times of about 0.1 s. The cir-

cular cylindrical missile model with ogival nose had three

different afterbody configurations: Cylindrical and conical

boat tailing of 5' and 100 respectively. The experiments

were carried out in the DFVLR High-Speed Wind Tunnel at

free-stream Mach numbers of Ma = 1.5 and Ma = 1.98;

angles of attack were varied between o. = -4' and o. = 80.

Base pressures and pressure distributions on the afterbo-

dies were measured without jet and with jets of various

exit-pressure ratios. Schlieren pictures were taken in

order to get some insight into the flow field in the tail

recjion of the missile, especially with respect to flow

5eparat ion.
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* . 14. Schneider, W., "Experimental Investigations on Bodies with Noncircular
Cross Section in Compressible Flow," AGARD-CCP-336, AGARD Fluid Dynamic
Panel Symposium on "Missile Aeordynamics", Trontheim, Norway, Sep 1,

15. Stallings, Jr., R. L., Lamb, M. and Watson, C. R., "Effect of Reynolds
Number of Stability Characteristics of a Cruciform Wing-Body at
Supersonic Speeds," NASA TP-1638, July 1980.

Table A. Values for Stability, Implicit and Explicit
Smoothing Factors and Marching Stepsize

?r/a 1 2/3 1/3 0

A x .1 ,1 .1 .1

A .? 2.0 4.0 4.0

... _i5.1 1I ol.0. o

'E 2 .2 .2 2.0

* I'/alijs for SOC, cA = fin starting value

x- Marching Stepsize

S- Stability Coefficient

'AT - Implicit Smoothing Coefficient

* -F - Explicit Smoothing Coefficient
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Concluding Remarks

11sing the PNS methodology to compute viscous, supersonic flow over

spcant-oqive-cylinder bodies with arbitrary cross-section is a possible

alternative to the full Navier-Stokes equation if one restricts oneself to

moderate angle of attack to avoid flow reversal in the marching direction. To

accomplish the flow field prediction for complex, realistic configuration the

concept of "wrap-around" grid has to be extended. The computational space of

"wrap-around" grid has only one impesmeable boundary, the mapping of the body

onto the plane, c=O. An extension to this concept is to introduce impermeable

surfaces normal to the plane, C=) at various positions, n=const. The above

results indicate that this concept is feasible but careful attention has to be

qiven to the newly introduced boundaries with a no-slip condition and the

corner points. Further work is currently conducted at NSWC to extend the PNS

*nthodology to a multi-zone concept which allows complicated shapes to be

Mapped to multiple connected regions of computation.
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;ujrfac(,s which woild float within the basic grid, with the application of a

no-sli p boundary condition on the fin surfaces. The analysis is restricted to

rpl,itively thin fins with sharp edges which lie approximately along constant

-. planes. A thin fin approximation is employed which neglects the fin

thickness hut retains the actual fin surface slopes. For an important class

*)l hoy-"in configirations, the thin fin approximation allows the direct us'se

)C the basic grid generated for the body alone shape with only one additional

comnputational point in the circumferential coordinate per fin (i.e., the

ri(3inal Irirl point represents the upper fin surfaces and the additional point

,, 1 uwer surface), Figure 8. Using experimental data given in F151 a wing-

g )(v cunfhIguration of M=2.7 and a=1fl0 is used to test this concept of

introo,, in,, thin fins. The configuration is shown in Figure 9. Calculated

rirculd >-rential pre,ssure distributions are compared with experimental data at

ljff-ront positions along the cylindrical body. On the windward si( the

Ke'.pJttion gives reasona'le agreement with the data. The leeward .ta

>dicatps separated flow which is not predicted by the PNS computation.

Throi-qn the necessary use of smoothing in the computation certain effects of

sePrIaritinn can be masked and the marching procedure does not encounter

!',v ,rsp flow condition. In the present calculation, an infinitely thin flat

plat is used to simulate the fins. Following the pressure distribution along

the mfdy hetwe(en the "criciform" fin position

jt =a45-' (windward) and b=1350 (leeward) the computation agrees well with the

1 'i at the onset of the fins Figure i. This situation changes as the

iVflience of introducing the fins is felt further downstream at the midpoint

hptwpen the fins and the predicted pressure distribution disagrees sharply

with the measurements as seen in Figure 11. Further improvement on treating

th- no-slip condition at the fin-body corners are necessary at this point. A

contour plot for the pressure of x/D=R.4 is shown in Figure 12. The plot

indicat s qualitatively the correct wrapping around of the pressure contour

I in-; from the lower to the upper wing surface.
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lar(If- pressure junps. Only additional experiments will he able to guide the

research efforts for this situation by estahlishin the correct physics for

the flow around sharp corners. As the solution is inarched further down the

hody the, effects of smoothing for the marching solution can he observed. The

(ircular cross-section needs the least amount of smoothing to be successfully

,narched (See Table A). Accordingly at x/D=7.q2 the calculated circumferential

pressure distributions exhibits large "wiggles", (Figure 5) while the computed

results for the other cross-section, needing larger amounts of smoothing to he

siccessfully marched show the expected outcome.

Integrating the pressure field obtained by the PNS computation, Figure 6

shows the local normal force for the two different cross-sections (?r/a=O and

?ra-r')1 3) for M=?.,) and , =5.1. They are compared to measured data at x/f=q

are'1 v,,''=]- and an inviscid computation for the exact satne flow condition. In

OK'e, case of ?r/a=2/3, the viscous result agrees reasonably close with the data

'uly at x/D)13. For all non-circular cross-sections, the viscous computation

overestifqates Lhe normal forces but exhibits the right trend of the data. The

inviscid computations anderectimate the experimental results.

V iguhre 7 compares viscous and inviscid results for the axial force

,!oepfficient with the data at (x=5.1 0 . The computed local axial for a

;oefficient does change very little for the different cross-sections, an

.,ptect.ed rosult hecause all cross-sectional areas are of the same size. The

invicid computation does not predict an increase in axial force when the

Iiiirical portion is reached as the invis;cid tht,,ory demands. The slight

.i-r lorjjj the hody f,)r the viscous result represents the contribution of

,,(w w , '-strP . The experimental data does not agree with the

ir rv a ir n, I r,,,sults and shows a ecrease in axial force with the increase in

n i i )f mH the c7rr,,lar crrs-section, the experimental overall

'(('"H r~mtrW1''mtI'rC qilh rIio -.ompiited re'emjlts (Fiqtar-o -") while
O''0r,'s-;'> i r),n thep e~p <erjimental dita is over or under prelicted,

'' ... ' m !Hy-lone tO l, 1, m o, of the cross-section. Inviscid resu ts

,rend, lo;t -v froi the data morp than the viscms

, n'. r '' t of -If a; C '

' , ' : t b , , , , r , " ' ' , jl r' ()x im a t lo n i s i n c o r p o r a t e d . T h e

'" ', . . .iO)rlM t. , !I ) re p rer se o m . t h , , f in
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The main features of the fI, r ield are indicated in the

upper, left-hand picture.

The characteristic pattern of the external flow with a shock

wave downstream of the base due to interference of the jet

remains basically unchanged for all pressure ratios and in-

cidences investigated. With increasing incidence the jet

*. boundary and the barrel shock on the pressure side are

slightly blown in crossflow direction at all pressure

ratios. This is also observed for the interference shock.

It is evident that with increasing jet exit pressure ratio,

iPJF I, the jet width increases for all incidences, O,

furthermore the barrel shock widens, and there is a steepe-

ning of the interference shock.

The corresponding results of pressure measurements are

shlown in Fig. 9 in the bottom diagram. There is no influ-

ence of the jet on the afterbody pressure distribution for

all incidences and jet exit pressure ratios considered, as

far as this afterbody-nozzle combination w:.ith the smallest

nozzle) is concerned.

AO Th, inlUience of the nozzle-exit diameter, i.e. the jet

u.xit Jiameter, on the afterbody pressure distribution can

.h oen in Fig. 8 and 9 for various incidences and exit

pressur_ -atios. While there is no influence of the jet

*ir<n -w: oL tfe base with the smallest nozzle (N3) , indepen-

, (nf -f incidence and jet eKitL pressure ratio; the jet

na,:e; stse.f ,elt increasingly with the larger nozzles.

,._a conci K, that decreasing the nozzle exit diameter,
* G t , i~ctiv reluces thle influence of the propulsive jet on

tr _-{ ,i st r :ut i or. altong the aftei body.

' ct inc i.a>< ( xil assure ratio has been

* p., ,i 1 . 7-- for the smallest
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nozzle, consisting in an increase of the jet width for all

incidences. A similar effect is expected for the other two

nozzles with larger exit diameters (N2, NI) . There is no

influence due to the jet on the afterbody pressure distri-

bution in the case of the smallest nozzle (N3), and only

for the largest pressure ratio in the case of the inter-

mediate nozzle (N2) . However, for the largest nozzle (NI)

it can be deduced from Fig. 8 that increasing pressure P

ratios lead to increasing disturbances due to jet inter-

ference, and the disturbance is felt farther and farther

upstream.

3.1.2 Conical afterbodies, Ma = 2.0

Next is considered the effect of boat-tailing on the exter-

nal flow/jet interference phenomena. In the Schlieren pic-

tures in Figs. 7b and 7c the influence can be seen for the
50 and 100 conical afterbodies, again with the smallest

n-)ixide (N3), at free-stream Mach number Ma = 2.

Again, the jet width increases with increasing jet exit

pressure ratio for all incidences, the jet influence on the

external flow is felt increasingly further upstream, reach-

ing forward on the afterbody. The upstream influence be-

comes more severe as the boat-tail angle is increased. This

is confirmed by the pressure distributions, depicted in

Fig. 10 and Fig. 11, which show that the pressure distur-

bances move upstream on the afterbody with increasing boat-

tail angle. In contrast, on the cylindrical afterbody, only

limited forward influence is observed.

Feor the IV0 en , ] (ftr rbody, with the highest pressure

rati, F/ - 24 . , large separated regions, starting

-e.,atr t e -;o ou1cr , ae a-sumed to be pre sent, with distinct

pi iteaiu op', pJroo 2-(1Lotri1J-but ions , as seen in the bottom

jgrph ol, ig. I1. (()n th i ;, one has to add the fairly
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~!

linear, pressure, p, without jet in~luence, in order to get

the actual pressure with jet influence.) In this graph,

there is also indicated the position of the separation shock;

it can be noticed, that the pressure rise in the shock is

communicated upstream in the subsonic portion of the boun-

dary layer.

The effect of the jet on the flow field around the conical

afterbodies with increasing incidence seems to be more ex-

pressed on the lee side. The separation shock on the pres-

sure side is moving downstream with incidence, leaving more

and more of the afterbody flow undisturbed, as is seen in

the Schlieren pictures Fig. 7b and 7c and also in the chan-

ges of local pressure coefficient, Acpi, in Fig. 10 and

Fig. 11. It is evident from the pressure measurements, that

the interference due to the jet is communicated farther up-

stream on the suction side (measured at a. = -4 ° ) than on

the pressure side (a. = +4°).

In Fig. 7e the shock positions on the conical afterbodies

(with the smallest nozzle, N3) are given as function of the

jet exit pressure ratio for zero incidence at Ma = 2.0Co

and Ma = 1.5 , as obtained from the Schlieren pictures.

Th( tiqurc demonstrates how the shock moves upstream with

increasing jet exit pressure ratio in all cases.

In Lig. 7F- the po:;ition of the separation shock on the

sate con'c:al aftc,rbody/nozzle configurations are shown in

iopuncidance of i nciden<:e for a small and a large jet exit

ji essiir-> '-tJo at free-stream Mach number Ma = 2.0 In

,;tI cases, the shLe'k (on the windward side) is moving

(iLW;:l ;tr Wi til, i w['asing incidence.

.e C 1ii, y Ma Ir .

m ' , ; carried out ,v i t , cylindrical afterbody at the

,'w(e r Fo-, tyh >iu:i ,ber, Ma - 1.5 , gave basically
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the same results as were obtained at Ma 2.0 . Fig. 12

shows again for the Three differcent nozzles, that the effect

of the exhaust jet on the afterbody flow field is reduced

and even vanishes with decreasing jet width. The jet in-

fluence is felt farther upstream on the suction side

(L = -40) than on the pressure side (o = +4°)

The influence of decreasing free-stream Mach number is ex-

pressed in a stronger interference of the jet on the after-

body pressure distribution, as is seen by comparing Fig. 8

and 9 with Fig. 12 at pjE /p. 6 for the various cylin-

drical afterbody/nozzle combinations.

3.1.4 Conical afterbody, Ma = 1.5

The tests carried out on the 5°-boat-tailed afterbody at

the lower free-stream Mach number, Ma = 1.5, show also

that the influence of the jet on the pressure distribution

is felt further upstream than on the cylindrical afterbody

(with same nozzle, N3); as can be seen by comparison of

Fig. 13 and Fig. 12. Again, the influence of the jet on the

flow field about the afterbody at incidence is communicated

further forward on the suction side (a. = -40) than on the

pressure side (L = +40). The corresponding flow visuali-

zation pictures are given in Fig. 7d.

Decreasing the free-stream Mach number, results again in a

stronger interference of the jet on the afterbody pressure

distribution, as is seen when comparing Fig. 10 and Fig. 13,

for jet exit pressure ratios pj/p. 6 Corresponding

Schlieren pictures of Fig. 7b and 7d bear out the same

result.

. Influence of jet on base pressure

The. propulsive jet will influence the base pressure, pB

For small jet exit pressure ratios, pJE/p., an entrainment

27)
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effect of the Jet dominates, which may lead to an unwanted

-L decrease of base pressure. At high jet exit pressure ratios

a displacement effect of the jet dominates, which usually

causes an increase of base pressure [7, 8].

On the cylindrical afterbody, equipped with the nozzles of

various exit diameters at free-stream Mach number Ma = 2,

it is found that the influence on the base pressure due to

the jet becomes stronger with increasing jet exit pressure

ratio, as is seen in Fig. 8 and 9. There is no conclusive

trend to be found as to the effect of incidence.

The influence is reduced as the jet diameter decreases and

the base area increases correspondingly (Fig. 8 and 9).

Boat-tailing causes an increased pressure rise due to jet

interference, as is seen in Fig. 9, 10, and 11 for jet exit

pressure ratio pJE/p 6.

4. Conclusions

IL is shown, that a small Ludwieg-tube installation is a

p-acticable mans 'For p-oducing short-duration propulsive-

jrt flows for a missile model in a wind tunnel. It was

usecd to ;tudy the IinLerftrence of underexpanded jets and

tt, sup(r.s;onic flow past cylindrical and conical afterbo-

: s, ','it out. and witil jnc dence.

*it iK; cur,: medhi, t decre.s i :nq nozzle exit diameter effec-

t]" • le. :c, m a, In n(2C et sir, propulsive jet on the

* :sir, .i K r in ,r alor,- th afterbody . The upstream in-

i,; 
1
, ,; j., ,:ts st m ;r, as. the boat-tail angle is;

11C',La-,O I 1'':- l. OK-nical 1 1 terbodies, at zer-

K,,Jemme , ov,,; ':, ri *.'itMi inci-easing jet exit pressure

ratit; c s ~oc L' '. ... t (,1: 1 tile windward side with

.7 2;f
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increasinq incidence. At incidence, the interference due to

the jet is communicated farther upstream on the suction

side than on the pressure side. Decreasing the free-stream

Mach number results in a stronger interference of the jet.

These results are considered as a base for investigating

the influence of jet temperature; the hot yas flow to be

provided by a heated Ludwieg tube, presently under construc-

tion.

r A0

6.

6 , 8
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Fig. 7a: Flow field without and with incidence with jet

at various exit pressure ratios.
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NAV[EP-STOKES CALCULATIONS OF 3ASE IPEGION
FLOW FIELDS FOR BODIES OF RFVOLUTION
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Charles J. Nietubicz
U.S. Armv Ballistic Research Laboratory, AMCCOM

Aberdeen Provinq Ground, Maryland ?1005

Joseph L. SteQer
NASA Ames Research Center

M. offett Field, California 94035

ABSTRACT

A compiitationai capability has been developed for predicting the entire
flow fieid about ,oaies of revolution including the base region. The vidi-
tional :omplexity of base bleed and base jet effects have also been incorn,'ra-
ted into this new capability. The thin-layer form of the compressible iavier-
Stokes equations is solved using a time dependent, implicit algorithm.
Numerical %olijtions have been obtained for a secant-ociive-cylinner projectile
for .9 < M < 1.2 ,both with and without base bleea. Base drag has been coniou-
ted and compared with experimental and semi-empirical data. The reduction in
base draq with base bleed has been clearly shown for various mass injection
rates. Additionally, the effect of a centered propulsive ,jet on base flow has
been computed where the free stream Mach number is 1.343 and the 'Jet exit Mach
number is 2.7. Computed results show both qualitative and quantitative
features of the base reqion flow fields.

INTRODUCTION

A major area of concern in shell design is the accurate prediction of the
total aerodynamic orao. Both range and terminal velocity of a projectile, two
critical factors in shell design, are directly related to the total aerodyna-
mic drag. The total drag for projectiles can be divided into three compon-
ents: 'I) pressure drag (excludinq the base recion), (2) viscous (skin fric-
tion) drag, and (3) base drag. At transonic speeds, base drag constitutes a
major portion of the total drag. For a typical shell at M = .90 the relative
magnitudes of the aercdynamic drag components are: (1) pressure drag, 20%,
(2) viscous drag, 30%, and (3) base drag, 50%.

The pressure and viscous components of drag generally cannot be reduced
significantly without adversely affectinq the stability of shell. Recent
attempts to reduce the total drag have therefore been directed at reducing the
base drag. A number of studies have been made to examine the total draq
reduction due to the addition of a boattail [1]. Although this is very
effective in reducing the total drag, it has a negative impact on the aerody-
namic stabilit,,, especially at transonic velocities. An excellent review of
the effect of boattailing on total drag and base pressure is presented in

_P Reference [1].
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--nother -ffective ripans of reducing the hase drag is that of bhase hleE(d
')r 'asp inl Pcti on' In this method a small amount of mass is injected into
ht hase re(lion to increase the base Pressure and thus reduce the base iraq.
"- ecent ran(v? and precision tests [2] of a 155mm projectile with and without
base bleed have been conducted and on ;5% reduction in hase draq was obtained.
Presently the XM364 is an active Projectile design that uses the base oleed
concept for increased ranqe. This concept of mass injection at the projectile
base has ,been widely studied for supersonic flows [3,4], while less data is
available the transonic flow regime [5]. Only until very recently, with the
advent of LDV instrumentation, is extensive base flow data becominq available.

Recently, N1avier-Stokes solvers. [6,7] have been used to compute the aft
* end flow field of axisymmetric bodies at supersonic velocities. Limited comp-

utational worK has also been reported recently by Sullins, et al [8] on the
numerical computations of the base region flow of a supersonic combustion
rapiet engine ,5sinO two-dimensional Navier-Stokes equations. At transonic
speeds, a limited study of the flow past a boattailed afterbody has been per-
formed by rhow, ,t a) [9] usinq the potential equation and inteoral formula-
tions. Recent pavers [10,11] have described the development and application
)f a thin-layer Navier-Stokes computational code to predict the transonic flow
ahout slenner homies of revolution. In References [10] and [11], the techni-
oiue was shown to he a viable computational tool for Predicting both external

*" ind internal flows for spinninq and nonsoinninq projectiles of various geomet-
ric snapes. These calculations, however, modeled the base flow as an extended

. stinq and thus the base pressure and recirculatory base flow were not
i ComoDted.

This article describes a unique flow field segmentation procedure [12,13]
which has greatly simplified the development of the computer code for the
simulation of the complete projectile with base. The code is used here to
predi(t the base oressure of shell at transonic speeds including the effects
of -)ase bleed and a centered propulsive jet. Computed results show the quan-
titative and qualitative details of the base flow structure.

COMPUTATIONAL TECHNIQUE

The *,zi;n ithal Invariant (or Generalized Axisymmetric) thin-layer Navier-
-iokes Pqutions for qenral spatial coordinates 4, n, can be written as[1]

+ a E a G H Re - (1)

In Equation (1) the thin-layer approximation is used and restrictions for

axisyMnIetric flow (witr or wit iout spin) are imposed. The vector q .ont Jins
A Tall the dependent variables i.e., q = (p, pu, Pv, pw, e) The transformed

flux vectors E and G are linear combinations of the Cartesian flux vectors,

e.q., F = (r r Fi)/J whoro 1 , the Jaconian of transformation. The source

term H results from as ,uininr; irvariance in thr' aziruthal direction while

viscomis torfrms are lont aired in the vector S.
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The njumerical algorithm used is the Beam-Warming fully implicit, approxi-
iatelv tctored finite di fference scheme. The aloor'ithm can he first ,)r
;ecrfm1 order accurate in time and second or fourth order accurate in space.
Sirice the interest is only in the steady-state solution, Equation (I) is
Ss.lven ,n a time asvmpotic fashion and first order accurate time differencing
is used. The spatial accuracy is fourth order. Details of the alqorithm are
included in References [14-16]. For the computation of turbulent flows .a
t jrbuitnce model lust je supplied. In the present calculations a two layer
ilqenraic eddy viscosity mooel by Baldjwin and Lomax 17] is ised. In their

*wo ,ver moel the inner region follows the Prandtl-van Driest formulation.
Their outer formulation can ne used in wakes as well as in attached and sepa-
ra4tei .boundary layers.

METHOD OF SOLUTION

The procedure -,sed to comute the base flow for projectile confinuration
* las been described in Reference [1], however, limited details will he repeat-
-I hore tor :laritv. The code computes the full flow field (including the
c:,ase rejron) of a proiectile. Figure 1 shows a schematic illustration of t;.e
flow yiold seqmentation used in this study for computational purposes. !t
shows the transformation of the physical domain into the computational domain
djnr The details of thp flow field segmentation procedure in both domains.
,his flow field seomentation procedure is equivalent to using riltiple adjoin-
inq orids. An important advantage of this procedure lies in the preservation
of the sharp corner at the base and allows easy blending of the computational
meshes between the regions ABCD and AEFG. No approximation of the actual
shar corner at the base is made. Thus, realistic representation of the base
is inherent in the current procedure.

The cross hatched region reDre-
i sents the model. The line BC is the

base and the region ABCD is the base
• / ; #, , ,region or the wake. The line AR is a

region o h k T iicomputational cut through the physi-
' "SIA ' )AI cal wake region which acts as a rpe-

titive boundary in the computational

domain. Implicit integration is car-

COMP,, ,Co. 'AMA-N ried out in both 1 and directions
(see Figure 1). Note the presence of

+ L the lines BC (base) and EF (nose
- , axis) in the computational domain.

They both act as boundaries in the
I computational domain and special care

must be taken in inverting the block
* I tridiagonal matrix in the direc-

A sc v tion. The details of these can befound in References [12] and [13] and

are not included here.
Figure I. Schematic Illustration of

Flow Field Senmentation The no slip boundary condition
for viscous flow is enforced by
setting
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)n the myv surtace. At the base boundary, inviscid ,oundary condition has

been ,sed. Along the computational cut (AB), the flow variables above and
el ow 'he t are simply averaned to determine the boundary conditions on the

cut. UJn the centerli rie of the wake reqion, a symmetry condition is imDosed

q n0 ,roe stream conditions are ised on the outer oundary. The detal e(l

5ounlary c, onitions 'or base flow with base bleed and jet exhaust can he found
I.n Reterences [13] and [18] respectively.

COMPUTATIONAL GRID

Fi,:ur, 2 shows an -x[)ariPd view of the computational grid near the model.

Thi s ;rid was ohtained in two segments consistent with the flow field seqment-

*dtior .iocdoro ,pscrihed earlier. The first segment of the computational

•esn is for rpqln ',EF'I; 'spe Fiaure 1) and was obtained froin a grid generation
pnoorw.ri d!evel opld bY (4ener, et al [19]. The orid for the second seoment,
roilion w3,s, Was )btained 'v another orocedure to he described later in this

section. The grid ieneration program by Steger. et al [19] allows arbitrary

giri! ooint clu-zterino, thus enabling nrid points for the projectiles to hp

, ,stpr;,(i in ;he vicnitv of the body surface. rhe grid consists of 108

points in tee longitudinal direction with 25 points in the base region and 40

points in the radial direction. The grid points in the normal direction were

exponentially stretched away from the surface with a minimum spacing at the

wall of .000021. This spacing locates at least two points within the laminar

SuD layer.

As stated earlier, the grid shown in Figure 2 was generated in two sea-

,rits. Firs;t, the grid in the outer region AEFG is obtained using an elliptic

ol ver F[I for the onive portion and straight-line rays for the remaining
porton .hncn runs all Lhe way to the downstream boundary. Second, the grid

in thy, base region I ..... is obtained simply by extending the straight lines

perpendicular to line AB down to the center line of symmetry (line CD). In
;ther words, same lira stretching is used in the longitudinal direction in
hoth the regions above and b low the line AB. It remains then to generate the

grid spacinos 4n the normal direction in the base region ABCD. For base flow

conutations with and without base bleed, grid in the normal direction in base

region was -xponentiallv stretched. For base flow computations with a center-

Pi propulsive it, it is desirable to cluster Qrid points near the cut to

resolve thp flow gIradients in the shear layer as well as near the center line

of syrmetrv whpre 'et is present. Therefore, a 1-D elliptic equation solver

w.:s ;- (Ld to generate the grid spacings in the normal direction in the base
rpelion APCP which ;aintains the minimum spacing desired at both these ends

!see Fiaur, 3). It should he noted that the same minimum spacing .00002D is

sOPCi fi,.l on b(th sides of the cut thus maintaining a smooh variation of (irid

across tne cut. This spacinq could, of course, be increased downstream of the

5 (1s(. The number of ,:rid poirt , above and below line AB is the same (40

1)irs). ,s can he 'sen in Figure 2, the a rid points are clustered near the

n,),r-rylini(r junction ,nd the proiecti Ie base where appreciable changes in

flow variablw'c are expe(tedt.
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I xpan'boo (;rid in Figure 3. Expanded GTrid for the
r.hn Jiciniftv ')t 'he Isolated Base Region Flow

Field Computations

RESULTS

The iiotel qeometry used for base flow computations with and without base
bleed is shown in Fiqure 4. It consists of a 3 caliber secant-ogive nose and
a 3caliber cylindepr. Fiqure 5 is a schematic illustration of the base reoicm
flow field andI shows the important features of the flow field in the near
wakfo. Resul's are oresentod in two sections, first for base flow without ad
with base bleiand second, for base flow in the presence of a centered
Propulsive jet.

Base Flow without and with
0 Base Bleed:

3 01 7

3 6 Figure 6 shows the velo-
city vector field in the hase

_____ _____region for M = 0.9, a = 1) and
I = 0. Each vector shows the
magnitude and the direction

of the velocity at that
LI 0 IA 1835point. The figure shows the

18.88 R velocity field when there is
no base bleed and the recir-

I culatory flow in the base
4 584- reqion is clearly evident.

The velocity vector plot in
A&L IMESIOS INCAUERSFigure 7 shows the effect of

base bleed on the near wake
Figure 4. Model Geometry flow field. It shows the

effect of base bleed for a
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(I ownst ream.
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PFAITACHN%[NT POINT

Siurp 5. Schemlatic Illustration of Firure 6. Velocity Vector Field,
Base Region Flow Field M = 0.9, = O, i =

* The next two Figures 8 and 9 are
.-- _____stream function contour plots in the

-...... - wake region, again for M = 0.9 and a =

0 0. These figures are deliberately
-- _stretched in y direction (not drawn to

,O the same scale in x and y) to show the

* ,oo--...-- - -." - .flow pattern in the base region as
clearly as possible. Figure 8 is for

. the case of base flow with no mass

,. injection at the base. It clearly
shows the recirculation region and the

'--:: :' position of the dividing streamline
- -. . which separates the recirculatorv base

flow from the main flow. The reattach-

Figure 7. Vplocity Vector Field, ment point is about 2 calibers down
M = 0.9, 1 , I = .13 from the base. Note the stronq shear

layer in the base region.

040

JO 0

0 - - 02 --•

-C,

Fiqure 6. Stream F!nction Contours, Fiqure 'i. Stre,!r1 Function Contours,

M K).9, - J I = U M u.9, u 0, I .13
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Fi, ure snows the effect of base bleed when the riass injection Oarameter
.hp fl ow nattern in .he near waKe flow fiold has chanqed consider- 

itlI. 'hs recircuIation region has been elimirated and the shear layer is
,een .i,,[)laTd iarvpd(ly.

',orp .critical check of the computational resulIts is presented in Fiqur,

S.-inero hase drag is olotted as a function of Macn niinher. ComDutatonai
rp<u its are indicate,i by circles, experimental results [20] by triannles, the
r, suls >ht ined ,sing a semi-empirical technique develooed in McCoy :2v] .v

I,,arps ann ta est "esults [22] by diamonds. The results from data nac;e
.rp ,aseo an correlation of base pressures obtained from a number of experi-
nts -and other analytical techniques. Base draq, as expected, increased as

the ',acn nunDer increses from 0.9 to 1.2. The seini-empi rical technique shows
lenerally hinher base draq when compared with computational and expeririental
results. The computational results predict the expected drag rise that occurs
fro, 2.' < M < 1.2. The computational results, however, indicate a -ireater
incr ise in Iraq than predicted by either the semi-empirical code or the
axperivlental :ieasurements. The acireement between the computational ano data
,ase results is very satisfactory.

Zince the entie proiectile flow field, including the base flow, has been
nomout'e. all three draq components have been computed and thus the total ,]rai

;etter!ineo. Figure 11 -;hows the variation of the total aerodynamic drai with
Macn number. The total drag, as expected, increases as Mach number increases
from 0.9 to 1.2. The computational results are compared with the results
obtained by semi-emoirical technique and are in satisfactory agreement.

-" 05-

1 4 1

-. .,-'O P: .LT )A

09 I10 II 2, 12 IA i I

M iM MACH NUMBER

Fiqure 10. Variation of Base Drag Fiqure 11. Variation of Total Drag

Coefficient with Mach Coefficient with Mach
Nurbr, ci 0 Number, a = 0

Another critical look at the computational results is presented in Figures
12 and 13. These fiqures show the quantitative details of base region flow
field with base bleed. Fiqure 12 shows the variation of base drag with mass
injection rates for M - 0.9 and x = 0. The reduction in base draq with base
inlection can be seen clearly. The percent reduction in base draq increases
with the increase in the in.jection rate. Figure 13 shows the variation of
ra,- iraq with Mach number both with and without base injection. In this

299



Fiqurp the computational results without injection at the base are shown by
the f ii il nr whoroas the dotted line represent the comutational resu Its
.hta1r-.I with infection at the base. The red(iction in base draq with haso
ninction can he .learly seen. Figure 13 indicates that the percent reductinn

in tase draa has increased with an increase in Mach number from .9 to .X3.
The Pxpected tiraq rise in the transonic speed regime is well predicted for .Q

, M ( 1.2 ind the reouction in base drag and the total uraq, due to base oleed
iIs teen dlearly ,demonstrated.

0 25-

0.1 5-
0.20-i I : 0

o '- ,

.1i . 1

_"o--- 0.1o0. I .•13

0.00-

005 0.00 0G5 0.10 0.15
MASS INJECT:ON PARAMETER (I) 0.00

0.8 0.9 1.0 1.1 1.2 1.3

MACH NUMBER (M)

Fiqjr? 12. Variation of Base Draq Figure 13. Variation of Base Crag
Coefficient with Base Coefficient with Mach
bleed, M = 0.9, a = 0 Number, a = 0 (with and

without Base 1leed)

",is. -lw with a ,-nterei Propulsive Jet:

Coniriutatinns tor a vnissile configuration have also been made in The
presence or centered propulsive jet at M = 1.343. The model geometry for
this case is shown in Figure 14. It consists of a 4 caliber tanoent-onive
nose .ini , ' caliber cylindrical afterbody. The base diameter is I caliber
dnd the nozzle exit didmeter is 0.2 caliber. The experimental model was side-
wall nounted in AEDC Wind Tunnel [23] as shown in the Figure. The detailed
computational results for this model can be found in Reference [18].

esults are now presentl-d for, both jet-off and jet-on cases. Figure 15
shows the veocity vectc;rs in the base region when there is no jet present.
The recirculatory flow ;n the base region is clearly evident. Figure 16 shows

the effect of the centered Jet on the near wake flow field. The near wake
flnw field has channd considerably. The recirculation region has been
redu c ed.
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i qurf 14. MICOM aase-Flow Model Fiqure 15. Velocity Vectors, N1,
Mounted in the Wind 1.343, a 0, Jet-Off
Tunnel :
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Figure 16. Vplocily Voct;irs M Fiqure 17. Variation of Base Pressure

1.343, 0, Jet-on alonq the Base, M = 1.343,
a 0, Jet-off and Jet-on

Ouant iativl Y, one is interpstpd in how the complex flow field in the base

reqion dffects the hase pressure. Figure 17 shows the variation of base pres-
sure alonq the base for both jet-off and jet-on conditions. When there is no

jet present, base pressure is high near the corner of the base. It decreases
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,oracually and then recovers to almost the free-stream static pressure near the
center Iine of symmetry. The same (irid used for .Jet-off computations was used
;or iet-,)n calculations. Additionally, to determine grid dependency on the
-olition, i larne numner of (Irid points were used in the base region and solu-
rions wpre obtained for another qrid. Both of these jet-on calculations 'ive
practically the same base pressure variation along the base. At the nozzle
exit )lane, the base pressure shown is the specified jet pressure. For the
remaining portion of the base, the effect of the jet has been to reduce the
base pressure. The small oscillations in the base pressure distribution along
tkh.he base are located near the two corners, one at the base, and the other
formed ny the base boundary and the nozzle. These oscillations are not physi-
cal ann are believed to be due to the numerical difficulties associated with
the boundary conditions at these corners. The base pressure distribution in
general however, is a realistic representation associated with the base region
flow field.

SUMMARY

A computational capability has been developed which computes full flow
* field over bodies of revolution including the base region. Additionally, the

(ode allows computations of base flow with jet-on or base bleed.

Numerical computations have been made to predict the base drag both with
and without base bleed for Mach numbers .9 < M < 1.2. The effect of mass
injection in reducing the base drag has been clearly demonstrated. Solutions
have also been obtained to show the effect of a centered propulsive jet on
base flow at M = 1.343. Computed results in all cases show the qualitative
details of the flow field in the base region.

NOMENCLATURE

A cross sectional area
injection area for base bleed

hony diameter (57.15mm)
total energy per unit volume/p a.

mass injection parameter, ;i/p u A

mass flow rate for air injection at the base, pjujA.

M Mach number
PR body radius

Reynolds number, p~aD/w,.

(, v, w Cartesian velocity components/a.
I;, V, W Contravariant velocity components/a.
x, Y, z physical Cartesian coordinates

annie of attack
C,, n, transformed coordinates in axial, circumferential and radial

- direct ions
p density/p.
* transformed time
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